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This volume is a comprehensive and insightful collection of studies that delve into the intricate relati-
onships between artificial intelligence (AI), gender, and various societal dynamics. It brings together 
a diverse range of studies from different countries, each contributing unique perspectives on how AI 
is shaping and being shaped by gender-related topics. The international and multidisciplinary nature 
of this volume propitiates a complex reading of the new forms of communication in the intersections 
between AI and gender. The collection of articles in this monographic issue shares several common 
themes and insights that collectively reflect and critique various aspects of today’s society, while 
exploring particular aspects linked to the specific context in each case.

The articles explore the relationship between AI and gender, whether it is using AI by female journa-
lists, the reflection of gender discourses in AI-generated content, or the impact of AI on gender-ba-
sed issues such as domestic violence. This focus highlights the critical need to consider gender 
perspectives in the development and application of AI technologies. The studies analyze how AI 
influences and is influenced by social dynamics, including family relationships, workplace interacti-
ons, and societal attitudes toward gender. For instance, the article on ChatGPT’s reflections on 
gender discourse reveals that AI can perpetuate existing gender-based power relations. At the 
same time, the study on Alara X, an AI-based virtual influencer, emphasizes the need for more inclu-
sive and equitable gender representation in AI content. Some stress the importance of ethical and 
critical approaches to AI development and use. The proposal for AI literacy, for example, outlines a 
framework that includes dimensions such as ethics, cognitive and critical thinking, and interaction 
and participation, all of which are crucial for responsible AI engagement. This emphasis undersco-
res the need for society to address issues like algorithmic biases, particularly those related to 
gender. The articles discuss the rapid advancements in AI technologies, such as text-to-image 
generation and chatbots, and their significant implications for various sectors, including media, edu-
cation, and support services for victims of domestic violence. These discussions highlight the trans-
formative power of AI and the necessity of aligning these technologies with societal values and 
needs. 

Together, they offer reflections on today’s society. The studies reveal that despite technological 
progress, gender inequalities persist in various forms. For instance, the analysis of ChatGPT-gene-
rated stories shows that traditional gender roles and power dynamics are still prevalent, and the 
examination of AI use by Hungarian journalists indicates potential gender differences in the applica-
tion of AI tools. These findings suggest that societal attitudes towards gender are slow to change 
and that AI can both reflect and reinforce these inequalities. Collectively, they argue for the impor-
tance of developing AI in a way that is inclusive, ethical, and critically aware of its social impacts. 
The proposal for AI literacy and the analysis of AI-based virtual influencers like Alara X emphasizes 
the need for conscious efforts to ensure equitable gender representation and address algorithmic 
biases. This highlights a broader societal need to prioritize ethical considerations in technological 
development. The studies also demonstrate the transformative potential of AI in addressing societal 
issues, such as enhancing support services for victims of domestic violence through chatbots or 
improving news visualization through AI-driven text-to-image generation. These examples show 
that AI can be a powerful tool for positive change when developed and applied responsibly. The 
emphasis on AI literacy and critical analysis across the articles suggests that today’s society needs 
to be more informed and critically engaged with AI technologies. This involves not just understan-
ding how to use AI tools but also evaluating their social, ethical, and cultural impacts. This critical 
literacy is essential for ensuring that AI contributes to a more just and inclusive society. 

The first article, “Gender differences in the use of Artificial Intelligence by journalists in Hungary,” 
authored by Dóra P. Szilcz, Mónika Andok, András Radetzky, and Zoltán Rajki, explores the digital 
presence and AI usage among Hungarian women journalists. This study, based on forty in-depth 
interviews and data from the European Union’s Women in Digital research, examines the opportuni-
ties and challenges faced by women in the digital media industry and highlights any gender differen-
ces in the application of AI tools in their personal and professional lives. 

From Turkey, the article “Reflections of ChatGPT on Gender Discourse: A Qualitative Analysis of 
Generated Stories” by Tugay Sarıkaya and Elif Yılmaz provides a critical discourse analysis of how 
ChatGPT addresses gender discourses within family contexts. By generating ten stories on Chat-
GPT and analyzing them using Van Dijk's critical discourse analysis method, the authors reveal that 
gender-based asymmetric power relations are prominently reflected in the narratives, particularly in 
the distribution of household tasks and control over space. This study underscores the significant 
impact of AI on social dynamics and gender discourses. 

Another article from Spain, “Empowering Change: Unveiling the Synergy of Feminist Perspectives 
and AI Tools in Addressing Domestic Violence” by Borja Sanz Urquijo, Ainhoa Izaguirre Choperena, 
and María López Belloso focuses on the potential of AI, specifically chatbots, in enhancing support 
services for victims of domestic violence. This study, part of the European project IMPROVE, captu-
res the voices of victim-survivors and compares their perspectives with general societal perceptions 
of chatbots, highlighting the role of feminist perspectives in leveraging AI to combat gender-based 
violence. 

The impact of AI on news visualization is the subject of “The Impact of Artificial Intelligence on News 
Visualization: A Comprehensive Prompt Analysis” by Volkan Davut Mengi from Turkey. This article 
examines the role of AI-driven text-to-image generation in current news platforms, emphasizing the 
importance of prompt engineering in creating relevant and emotionally resonant visuals. It delves 
into the historical and technological evolution of image generation and how AI applications are 
shaping the future of visual content creation. 

Also from Turkey, “Artificial Intelligence and Gender in Turkey: Examining Identities in The Alara X 
Sample” by Nüket Elpeze Ergeç explores the gender-based changes and identities created by AI 
technology through the lens of posthuman and techno-feminist perspectives. The study analyzes 
the discourse produced by Alara X, an AI-based virtual influencer on YouTube, using Van Dijk’s 
critical discourse analysis. It advocates conscious efforts to ensure more inclusive and equitable 
gender representation in AI video content. 

The final article from Spain, “AI Literacy: Articulated Proposal of Dimensions and Indicators,” by 
Álex Buitrago, Alberto Martín García, and Lidia Torres Ortiz proposes a framework for artificial intel-
ligence literacy. This framework, adapted from media literacy models, identifies six fundamental 
dimensions: cognitive and critical, language and programming, ethics, emotional, creativity and 
innovation, and interaction and participation. The authors emphasize the need to integrate AI litera-
cy into media and information literacy, addressing key challenges such as algorithmic biases, parti-
cularly those related to gender, to promote a more just and inclusive society. 

In summary, these articles paint a complex picture of today’s society, where AI is both a reflection 
of existing social dynamics and a potential catalyst for change. They highlight the ongoing challen-
ges related to gender inequalities, the need for ethical and inclusive AI development, and the trans-
formative potential of AI when used responsibly. Ultimately, they advocate for a society that is 
critically engaged with AI, ensuring that these technologies serve to enhance equality, justice, and 
inclusiveness.
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Este volumen ofrece una colección de artículos que profundizan en las intrincadas relaciones entre 
la inteligencia artificial (IA), el género y diversas dinámicas sociales. Reúne una amplia gama de 
estudios de diferentes países, cada uno de los cuales aporta perspectivas únicas sobre cómo la IA 
está dando forma a temas relacionados con el género y cómo se ve afectada por ellos. La naturale-
za internacional y multidisciplinar de este volumen propicia una lectura compleja de las nuevas 
formas de comunicación en las intersecciones entre la IA y el género. La colección de artículos de 
este número monográfico comparte varios temas y perspectivas comunes que, en conjunto, refle-
jan y critican diversos aspectos de la sociedad actual, a la vez que explora aspectos particulares 
ligados al contexto de cada aportación. 

Los artículos exploran la relación entre la IA y el género desde diversas perspectivas, tales como el 
uso de la IA por parte de periodistas mujeres, la reflexión de los discursos de género en el conteni-
do generado por la IA o el impacto de la IA en cuestiones de género como la violencia doméstica. 
Todos ellos subrayan la necesidad de abordar con espíritu crítico las perspectivas de género en el 
desarrollo y la aplicación de las tecnologías de la IA. Los estudios analizan cómo la IA influye y es 
modulada por las dinámicas sociales, incluidas las relaciones familiares, las interacciones en el 
lugar de trabajo y las actitudes sociales hacia el género. Por ejemplo, el artículo sobre las reflexio-
nes de ChatGPT sobre el discurso de género revela que la IA puede perpetuar las relaciones de 
poder existentes basadas en el género. Al mismo tiempo, el estudio sobre Alara X, una influyente 
virtual generada a través de IA, apunta a la necesidad de una representación de género más inclu-
siva y equitativa. Los estudios destacan la importancia de los enfoques éticos y críticos para el 
desarrollo y uso de la IA. La propuesta de alfabetización en IA, por ejemplo, describe un marco que 
incluye dimensiones como la ética, el pensamiento cognitivo y crítico, y la interacción y la participa-
ción, todas ellas cruciales para una participación responsable en la IA. Se insiste en la necesidad 
de que la sociedad aborde cuestiones ligadas a los sesgos algorítmicos, en particular los relaciona-
dos con el género. Los artículos analizan los rápidos avances en las tecnologías de IA, como la 
generación de texto a imagen y los chatbots, y sus importantes implicaciones para diversos secto-
res, incluidos los medios de comunicación, la educación y los servicios de apoyo a las víctimas de 
violencia doméstica. Estos debates destacan el poder transformador de la IA y la necesidad de 
alinear estas tecnologías con los valores y las necesidades de la sociedad.

En conjunto, ofrecen reflexiones sobre la sociedad actual. Los estudios revelan que, a pesar del 
progreso tecnológico, las desigualdades de género persisten en diversas formas. Por ejemplo, el 
análisis de las historias generadas por ChatGPT muestra que los roles de género tradicionales y las 
dinámicas de poder aún prevalecen, y el examen del uso de la IA por parte de periodistas de 
Hungría indica posibles diferencias de género en la aplicación de herramientas de IA. Estos hallaz-
gos sugieren que las actitudes sociales hacia el género cambian lentamente y que la IA puede refle-
jar y reforzar estas desigualdades. En conjunto, defienden la importancia de desarrollar la IA de una 
manera que sea inclusiva, ética y críticamente consciente de sus impactos sociales. La propuesta 
de alfabetización en IA y el análisis de influyentes virtuales basadas en IA como Alara X subrayan 
la necesidad de llevar a cabo esfuerzos conscientes para garantizar una representación de género 
equitativa y abordar los sesgos algorítmicos. Esto resalta una necesidad social más amplia de prio-
rizar las consideraciones éticas en el desarrollo tecnológico. Los estudios también demuestran el 
potencial transformador de la IA para abordar problemas sociales, como mejorar los servicios de 
apoyo a las víctimas de violencia doméstica a través de chatbots o mejorar la visualización de 
noticias a través de la generación de texto a imagen impulsada por IA. Estos ejemplos muestran 
que la IA puede ser una herramienta poderosa para generar cambios positivos cuando se desarrol-
la y se aplica de manera responsable. La insistencia que se percibe en lo relativo a la alfabetización 
en IA y al análisis crítico en todos los artículos sugiere que la sociedad actual necesita estar más 
informada y comprometerse críticamente con las tecnologías de IA. Esto implica no solo compren-
der cómo usar las herramientas de IA, sino también evaluar sus impactos sociales, éticos y cultura-
les. Esta alfabetización crítica es esencial para garantizar que la IA contribuya a una sociedad más 
justa e inclusiva.

El primer artículo, “Diferencias de género en el uso de la inteligencia artificial por parte de periodis-
tas en Hungría”, escrito por Dóra P. Szilcz, Mónika Andok, András Radetzky y Zoltán Rajki, explora 
la presencia digital y el uso de la IA entre las periodistas húngaras. Este estudio, basado en cuaren-
ta entrevistas en profundidad y datos de la investigación Women in Digital de la Unión Europea, 
examina las oportunidades y los desafíos que enfrentan las mujeres en la industria de los medios 
digitales y destaca las diferencias de género en la aplicación de herramientas de IA en sus vidas 
personales y profesionales.

Desde Turquía, el artículo “Reflexiones de ChatGPT sobre el discurso de género: un análisis cuali-
tativo de historias generadas” de Tugay Sarıkaya y Elif Yılmaz ofrece un análisis crítico del discurso 
sobre cómo ChatGPT aborda los discursos de género en contextos familiares. Al generar diez 
historias en ChatGPT y analizarlas utilizando el método de análisis crítico del discurso de Van Dijk, 
los autores revelan que las relaciones de poder asimétricas basadas en el género se reflejan clara-
mente en las narrativas, en particular en la distribución de las tareas domésticas y el control del 
espacio. Este estudio subraya el impacto significativo de la IA en las dinámicas sociales y en los 
discursos de género.

El artículo titulado “Empoderamiento del cambio:  sinergias de las perspectivas feministas y de las 
herramientas de inteligencia artificial para abordar la violencia doméstica” de Borja Sanz Urquijo, 
Ainhoa Izaguirre Choperena y María López Belloso se centra en el potencial de la IA, en concreto 
de los chatbots, para mejorar los servicios de apoyo a las víctimas de violencia doméstica. Este 
estudio, que forma parte del proyecto europeo IMPROVE, recoge las voces de las víctimas de la 
violencia de género y compara sus perspectivas con las percepciones generales de la sociedad 
sobre los chatbots, destacando el papel de las perspectivas feministas en el aprovechamiento de la 
IA para combatir la violencia de género.

El impacto de la IA en la visualización de noticias es el tema de “El impacto de la inteligencia artifici-
al en la visualización de noticias: un análisis exhaustivo de los estímulos generados”, de Volkan 
Davut Mengi, de Turquía. Este artículo examina el papel de la generación de texto a imagen impul-
sada por la IA en las plataformas de noticias actuales, haciendo hincapié en la importancia de la 
ingeniería para crear imágenes relevantes y emocionalmente resonantes. El estudio se adentra en 
la evolución histórica y tecnológica de la generación de imágenes y en cómo las aplicaciones de IA 
están dando forma al futuro de la creación de contenido visual.

También de Turquía, “Inteligencia artificial y género en Turquía: análisis de identidades a través de 
Alara X” de Nüket Elpeze Ergeç explora los cambios y las identidades basados en el género crea-
dos por la tecnología de IA a través de la lente de las perspectivas posthumanas y tecnofeministas. 
El estudio analiza el discurso producido por Alara X, una influyente virtual basada en IA en YouTu-
be. Por medio del análisis crítico del discurso de Van Dijk, aboga por elaborar modelos que garanti-
cen una representación de género más inclusiva y equitativa en el contenido de video de IA.

Finalmente, el artículo titulado, “Alfabetización en IA: propuesta articulada de dimensiones e indica-
dores”, de Álex Buitrago, Alberto Martín García y Lidia Torres Ortiz, propone un marco para la 
alfabetización en inteligencia artificial. Este marco, adaptado de los modelos de alfabetización 
mediática, identifica seis dimensiones fundamentales: cognitiva y crítica, lenguaje y programación, 
ética, emoción, creatividad e innovación, e interacción y participación. Los autores destacan la 
necesidad de integrar la alfabetización en IA en los procesos de alfabetización mediática e informa-
cional, abordando desafíos clave como los sesgos algorítmicos, en particular los relacionados con 
el género, para promover una sociedad más justa e inclusiva.

En resumen, estos artículos pintan un panorama complejo de la sociedad actual, donde la IA es a 
la vez un reflejo de la dinámica social existente y un potencial catalizador del cambio. Sacan a la 
luz los desafíos actuales relacionados con las desigualdades de género, la necesidad de un desar-
rollo de IA ético e inclusivo y el potencial transformador de la IA cuando se utiliza de manera 
responsable. En última instancia, abogan por una sociedad que se comprometa críticamente con la 
IA, asegurando que estas tecnologías sirvan para mejorar la igualdad, la justicia y la inclusión.
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Abstract: For about a decade and a half, increasing research attention has been paid to the 
role of women in the technological and content shaping of digital media industries. This study 
wants to give an idea of how the digital presence of Hungarian women journalists can be 
characterized, their opportunities in the world of the network, and what is their relationship to 
artificial intelligence? What AI tools do they use in their personal and professional lives. We 
also present whether there are gender differences between male and female journalists in the 
application of AI in Hungary. In the study, we present the data that comes from the analysis of 
40 in-depth interviews, based on our empirical research conducted in the fall of 2023. The 
study relies on the European Union's Women in Digital research data for the given period.

Keywords: artificial intelligence, female journalists, digital differences, Women in Digital

1. Introduction

The EU's "digital inclusion" program calls attention to the fault line that exists between the 
sexes in terms of global digitization - despite several decades of government and industry 
efforts - without any substantial change. The Hungarian Digital Welfare Program 2.0 document 
was published in 2017, and women are mentioned only twice in the 134-page document. Both 
times, in the same context, how and with whom the lack of digitally qualified workforce could 
be remedied: "the involvement of new target groups (those who were not accepted for higher 
education or who dropped out, women, career changers, etc.)" can be read in the text (DJP2.0: 
9-10, 62).  It's as if the female ITK specialists are a kind of reserve army for the labour market. 
There is, no doubt that in 2021, the difference between the ratio of men and women in the 
information sector in Hungary is greater than in the European Union average; In Hungary, 14% 
are women and 86% are men, while the EU average is 19% women and 81% men. In addition, 
the gap between the European data is closing, while the Hungarian differences are not 
decreasing, but rather increasing.

The aim of the study is to show how female journalists in Hungary relate to artificial intelligence 
technology and how they use it. Therefore, we will first present the gender differences in the 
use of digital devices, and we will also draw the relevant literature background. The framework 
we present relates to the relationship between technology and gender, with theories such as 
models of technological determinism or social shaping of technology. After the theoretical 
overview, we present the results of our empirical research. The method of our qualitative 
research was in-depth interviews. In the fall of 2023, we interviewed 40 Hungarian journalists 
(20 men and 20 women), and we present the results of these interviews.

2. Technology and gender

Already from the beginning of the twentieth century, many schools of media theory have dealt 
with the question of how changes in communication technology affect society, communities or 
even culture. Among them, the Toronto school, the theory of technological determinism, is the 
most prominent, which was developed by Marshall McLuhan and is well known in media 
research (McLuhan 1964). McLuhan's work has been in the crossfire of professional criticism 
since the 1960s, we can think of the comments of the English contemporary Raymond Williams
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and later of the German literary historian Friedrich Kittler and Manuel Castells (Williams1983:130 
quoted by Lister et al. 2003:78-79, Kittler 2005:19- 21, Castells 2005:38). Among the criticisms, 
in this study he would like to rely on the theory of technology shaped by the community or, in 
another translation, critical technology research (social-shaping of technology - SST, in 
Hungarian terms, see Tófalvy 2015, 2017). In the relationship between society and culture, 
critical technology research also considers the dominant communication technology of a given 
era to be decisive, but with a different explanation than technological determinism. While the 
latter explained the change from the point of view of technology, SST, speaking from the point of 
view of the community adapting the technology, states that the community will determine the 
direction and extent of technological innovation (MacKenzie and Wajcman 1999). Also, he 
emphasizes the interaction between the two: "Critical technology research, opposing 
determinism and tool- and cult-centred traditions, emphasizes the cultural determination of 
technology and the examination of the functioning of culture and technology as a system. ” 
(Tófalvy 2015) Or, as Wajcman puts it, the social and cultural conditions in which technological 
innovation is born influence and shape it at the same time (Wajcman 2004). The trend does not 
only deal with the physical objectifications and institutions of technology, but also with the 
symbolic cultural relations connected to technology, the use of language, and the role of all these 
in identification.

The present study argues that the application of the approach of critical technology research is 
unavoidable in the assessment of women's digital media usage habits. Among the authors 
mentioned above, especially Judy Wajcman's technofeminist work. Technofeminism - which 
sees the objectification of social gender in technology - was born in the 1980s in the joint force of 
feminism and critical technology research. Already in the 1970s, feminist researchers noticed 
that the technological monopoly is in the hands of men, and this represents a serious source of 
their power. And since the creation and use of technology is a process shaped by men, it reflects 
male needs and values, and women's knowledge and skills are undervalued in this area as well. 
Both female interest and female involvement are marginalized, but the creation of alternative and 
socially useful technology could be linked to women, Wajcman believes (Wajcman 1991 
165-166). Already in the 1980s, Sandra Harding established that technology also has a gendered 
character, and in connection with this, the question was not only what the monopoly of men over 
technology, technological knowledge and skills meant, but whether the technology itself is deeply 
embedded in social gender (masculine). The symbolic linking of masculinity and technology, the 
representation and cultural appearance of technology also coincides with the dominant imagery 
of masculinity and power. According to the followers of the technofeminist trend, technology is 
conceptualized as both a source and a consequence of the connection to social gender 
(Wajcman 2010:143). Cynthia Cockburn identifies the close relationship between gender and 
technology in seven areas, which are as follows: (1) Male actors in key positions in technology. 
(2) Jobs related to technology differ by gender. (3) Technological products - both in their 
objectivity and symbolism - differ according to social gender. (4) Images of technology-related 
culture are strongly masculine. (5) Technology-related knowledge and practice differ according to 
social gender. (6) The style of work related to technique and technology reflects social gender. 
(7) The relationship with technology is an important element of gender identity. (Cockburn 
1992:32; Faulkner 2001:90-91.) Overall, we can say that, according to technofeminism, social 
gender differences are also manifested in technology, and even materialized. (Wajcman 
2010:149). It is also not without fault that researchers link the start of the fourth wave of feminism 
to the spread of social media, which is often referred to as hashtag feminism. The first wave of 
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feminism lasted from the second half of the 19th century to the middle of the 20th century and 
primarily fought for women's right to vote. The second wave can be dated to the 1960s, when 
important areas such as equality in work, family law or education were discussed. And the 
possibilities of university education have opened up for women as well. The third wave started in 
the 1990s, so that women could finally break through the glass ceiling and reach leading 
positions. And finally, the era after 2010 is usually referred to as the fourth wave in the history of 
feminism, because from then on, the network and digital communication became the preferred 
field of female political activism (see the case of the #MeToo movement).

In fact, investigations starting from British subculture research also point in a similar direction. 
Feminist scholars associated with critical cultural studies in Birmingham, primarily Angela 
McRobbies and her colleagues, developed a number of approaches to linking "personal" spaces 
and social structures when they began researching so-called bedroom or girls' room cultures in 
the 1970s. The McRobbie and her colleagues also criticized Hall and Jefferson's work exploring 
resistance (Hall and Jefferson 1978). On the one hand, the Halls criticized in their studies that the 
focus was exclusively on public spaces, as places of culture and power, which are inherently 
masculine. The women's spaces of the home, the spaces of the girl's room, were left out of these 
investigations. The other critical element concerns resistance, since according to the McRobbie 
and her colleagues, media use does not necessarily have to mean resistance, in the case of girls 
it can simply be a source of pleasure (McRobbie and Garber, 1978). Australian media researcher 
Andy Ruddock believes that "this is why the workings of mobile media culture cannot be 
understood without feminist media theory, especially because the trend has developed around 
the problems of teenage girls' media use." (Ruddock 2015 118-119) Feminist critiques of 
subculture studies have informed a range of observations, research questions and research 
practices suitable for studying how mobile media engage girls in the global media economy by 
revealing the 'personal' the role of mobile phone use in spaces in the construction of different 
identities (Ruddock 2015:119-120, McRobbie 2007, 2008). From the point of view of this study, 
these researches are relevant because they include in the mapping of women's digital media use 
also those areas that are outside the public spaces, the spaces of power and primary economic 
utility.

Of course, gender differences can also be detected in terms of AI-related attitudes and ways of 
use, as has been the case in many recent studies. Research consistently indicates that men 
generally exhibit more positive attitudes toward AI than women, though gender differences in 
specific dimensions of AI attitudes may vary. Grassini's AI Attitude Scale (AIAS) revealed that 
men scored higher, suggesting more favourable attitudes toward AI technology among males 
(Grassini 2023). However, gender differences in AI attitude dimensions are not uniformly 
significant. A little earlier Sindermann and her colleagues also developed a scale, the Attitude 
Towards Artificial Intelligence (ATAI) scale showed that men scored higher in AI acceptance, but 
no significant gender differences were found in AI-related fears (Sindermann 2021). Gibert and 
Valls suggest that these gender differences may stem from men's greater representation in 
information-related fields, leading to higher involvement and interest in AI. Additionally, men may 
generally possess a more optimistic outlook, while women often express greater concerns about 
AI's social implications (Gibert-Valls 2022). 
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3. Digital divide

The concept of the digital divide has become multi-layered in recent decades, early 
technologically optimistic ideas included the automatic possibility of social mobilization in digital 
access, i.e. they associated social dimensions to the term in addition to the technological 
meaning. They believed that by taking advantage of the possibilities of the network, a faster 
catch-up can be achieved with regard to those in a disadvantaged position or marginalized 
groups. However, research has revealed that technological access alone is not enough to catch 
up, and in some cases the opposite effect has been achieved with it (Aczél 2015:152-154). The 
literature describes the change in research focus after two thousand years as follows: "The 
concept of the digital divide already reflects on the "how" instead of the "why". In addition to 
access to ICT tools, the terminology now also includes the skills and abilities required to use 
them" (Molnár 2017:32)
The digital divide can currently be identified in three areas, (1) levels of access, (2) use and (3) 
quality of use. The access divide describes the difference between those who have and those 
who do not have access to digital technology, and in our case this will mean the differences in 
male and female network access.
The difference in use draws attention to the difference that arises from the widespread use of 
digital technologies and the difference in use. These range from the lighter areas of 
self-representation, self-expression, and entertainment to using the network for learning or work. 
In this regard, the study shows how the digital media use of women and men can be 
characterized. How are they similar and how are they different?
And the differences arising from the quality of use will reflect the advantages or disadvantages 
derived from the patterns of digital interactivity typical for women and men. Molnár also draws 
attention to the fact that the access divide is more likely to be early in the adaptation of the 
technology, while those resulting from the quality of use will be characteristic of the saturation 
stage.

Following the framework outlined above, this study presents the gender-based digital divide in 
the EU and Hungary on three levels. The source of the data to be presented is mainly the Digital 
Economy and Society Index (DESI) measured by the European Union and the Women in Digital 
numbers that measure data on women (https://ec.europa.eu/digital-single-market /en/desi). The 
former can be followed from 2013, while the latter from 2017, on EU platforms. If we divide the 
range of Internet users into male and female users, we see that in Hungary in 2013, 71 percent 
of women used the Internet, while 78 percent of men used it. By 2019, the figure for women had 
risen to 75 percent, while that of men remained at 77-78 percent. . While in 2021, 87% among 
both men and women. (On average in the EU in 2021, 87 percent of women and 88 percent of 
men use the Internet.) Those who never use the Internet accounted for 10 percent of both women 
and men in Hungary in 2021, in the EU these proportions are for men 7, while for women it was 
8 percent. In other words, in terms of the differences in access, we can see that the data between 
male and female Internet users has slowly levelled off, and by 2021 they will show a balanced 
picture.
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The study argues that simply relying on data on access to technology is not enough to 
demonstrate women's digital presence. It must be considered for what purpose, in what 
functions, with what motivations the network is used and what attitudes are associated with all of 
this. In this regard, the study recommends taking into account two theoretical approaches. One 
is the use and experience research (Uses and Gratifications) approach, the other is critical 
technology research (Social Shaping of Technology). Usage and experience research is 
excellent for providing a valid picture of the patterns of media use - driven by short-term or 
long-term needs. But it does not look behind the pattern, and does not reveal to the media user 
the socio-cultural embeddedness that creates it. Critical technology research, on the other hand, 
is suitable for showing how the use of technology, including media technology, is influenced and 
shaped by social, cultural or even historical factors. The paper relies on these two scientific 
trends for a more in-depth presentation of women's digital presence and involvement, and the 
use of AI by Hungarian female journalists. In 2021, 49 percent of the Hungarian population has 
basic digital skills, the EU average is 54%. Showing the Hungarian data by gender, we see that 
52 percent of men and 46 percent of women have basic digital skills.
The use of internet banking transactions increased from 36% to 63% among Hungarian internet 
users between 2013 and 2021. The gender differences are summarized in the table below, a 
comparison of EU.

Table 1: Rate of use of bank transactions among women and men (source Women in Digital 
2017, 2019, 2021 own data editing)

The use of e-government services increased from 23% to 81% among Internet users between 
2013 and 2021, and the development of the digital public administration infrastructure also 
played a role in the growth.

Table 2: Use of e-government services among men and women (source Women in Digital 2017, 
2019, 2021 own data editing)

Hungary
Women Men Women Men

47%2017 51% 60% 63%
2019 52% 57% 63% 64%
2021 62% 64% 64% 68%

EU averageYears

Hungary
Women Men Women Men

42%2017 48% 57% 60%
2019 52% 54% 64% 65%
2021 82% 81% 65% 65%

EU averageYears
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The data in the table clearly show the strong, 40 percent increase in the case of Hungarian 
women using the Internet.
In Hungary, 14% of women and 13% of men completed an online course, in the EU this ratio was 
22% - 20% in 2021. Online counselling was attended by 15% of Hungarian netizens12 women 
and 15% of men, in the EU the proportion of women and men was 9% and 10%, respectively.
The presence on social media surfaces is conceptualized more as a female activity, but the data 
- even if they show differences - do not largely not differ. Moreover, Twitter is used more by men. 
Among Internet users, the proportion of social media users rose from 78% to 86% between 2013 
and 2021, the male-female ratio: 47%-53% (DESI 2022 - https://digital-strategy.ec.europa. 
eu/hu/policies/desi)
From the data described above, there is a difference in the use of digital media by men and 
women. Based on all of this, we can also conclude what Ozmen and his colleagues: “Factors that 
have an impact on digital inequality, which are expected to be amplified in an AI context, include 
race and ethnicity, gender, socioeconomic status, age, education, occupational status, health, 
social connectedness, and availability of infrastructure.” (Ozmen Garibay et al. 2023:409). 

4. Use of AI by female journalists in Hungary

4.1. Research methodology, subjects, selection

Our empirical research took place in the fall of 2023 with the involvement of students from the 
Institute of Communication and Media Studies of Pázmány Péter Catholic University. The 
students took a role in querying the 29-point, hybrid, quantitative and qualitative set of questions. 
The primary objective of the selection was to reach people active in the field of media, in the role 
of content producers (journalists, editors, bloggers), and to ask them about their knowledge and 
attitude about AI. A total of 40 interviews were completed with the participation of the students, 
which were analysed by manual coding along the lines of qualitative research questions.
Why journalists? The conceptual anchoring of social phenomena, including AI, is created in the 
discourse about them. Journalists are also the shapers and mediators of this. Their knowledge 
and attitudes determine the framework and conceptual field in which we place a phenomenon. 
According to Eurostat, slightly less than 13,000 journalists work in Hungary. Based on an 
estimate, the number of members of the professional interest protection organizations can be 
~3,000 people, of which the majority (~70%) is the membership of MÚOSZ (Hungarian 
Association of Journalists), the rest is shared by the "small" ones: Association of Hungarian 
Catholic Journalists (MAKÚSz), Association of Protestant Journalists (PÚSz), Association of 
Hungarian Journalists (MÚK).

The selection was made using the snowball method through the journalist and student 
relationship system. The research was aimed at the impact of AI on the journalism profession, as 
well as the attitudinal examination of the profession's awareness of AI. The first step of the 
research was to forecast the impact of the technological transformation on the profession.
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Our assumptions:

H1. Reflections on the emergence of AI are primarily thematized as an ethical problem among 
journalists.
H2. In judging AI, men are more technology-centric than women.
H3. In judging AI, men have a more optimistic reading than women.
H4. The use of AI is more typical for male journalists than for women.

4.2. Demographic data

The structure of the questions was composed in such a way that in Block I we asked the subjects 
about their biographical data and their careers. We primarily looked for correlations of age, type 
of media organization (cf. media area) and career path with AI. We hypothesized that the 
coefficients of journalistic role perception and AI-related attitude show a correlation. That is why 
the 7th question, what is the principle that defines your work as a journalist, was included as a 
priority question.
Regarding our results, it can be said that we were able to conduct in-depth interviews with 20 
men and 20 women. In terms of age group classification, we worked with the following data (the 
numbers in brackets show the male-female distribution):
18-25 years - 3 people (3-0)
25-35 years - 12 people (7-5)
35-45 years - 9 people (4-5)
45-55 years - 10 people (4-6)
55+ years - 6 people (2-4)
According to areas of work, the following results were achieved: 21 people work in the media 
(newspaper/news portal), 4 people in radio, 10 people in television, and another 5 people in other 
areas (e.g. agencies, blogs).
Among the interviewees, 28 worked in the capital, while 12 worked in the countryside. 19 people 
in public service workplaces, 9 people in commercial workplaces, 12 people in unclassified 
workplaces. According to the distribution of the interviewees, which thematic field they work on, 
it was as follows: 20 people work with public issues, 7 people work with tabloid content, while 13 
people work in unclassifiable areas. Online media content is produced by 16 (8-8) people, 23 
journalists working in print media, 11 people doing editorial work and 4 people with other 
classifications, and 2 people working in the film and cinematography professions. According to 
the nature of the workplace, 31 of our subjects were full-time and 9 were casual, contract 
workers.

Sociodemographic data. Half of the respondents were men and women. Most of them deal with 
journalism, 21 people, radio 4, television 10 people, other (we have listed agencies and social 
media interface content producers, municipal media managers): 5 people. Among those 
interviewed, 3 people under the age of 25, 12 in the 25-35 age group, 9 people in the 35-45 age 
group, and 10 people in the 45-55 age group, 6 people can be classified in the 55+ group. The 
capital city was overrepresented during the research with 28 people, 12 people from rural 
editorial offices reached it. A significant 19 people are involved in the production of media content 
for public service topics, while 21 people are involved in the production of commercial, religious 
and other media content. Of these, only 6 people work in the production of Christian content.



16 people work on the online interface, here the ratio of genders was equally divided 8-8 people. 
Independently of age group, 1-3 organs were decisive for the career profile of 26 people, and 10 
people worked for 4-5 editorial offices during their lifetime. The tendency to try out (multiple jobs) 
characterized the 25-35 age group more strongly.

4.3. Professional principles - and AI compatibility

The answer of one of our interviewees vividly shows the importance and contrast of professional 
principles in relation to AI: "What's not important is to write the truth. His point of view is to put 
something on your table that you think will be good" (KZ)
When asked about professional principles that define their work, the following order was formed 
for women:
1. authenticity (7 people)
2. worth (5 people)
3. objectivity (4 people)
4. quality (3 people)
5. interesting (2 people)
The main criterion and standard of journalism is authentic, accurate and high-quality information.
It was much more divisive to apply AI in their own field or as a private person. We assumed a 
sharp age division between users and non-users of AI, but this was not confirmed. Furthermore, 
it was interesting to us that they cannot separate - and reflect on this - whether they use an AI 
application in their everyday life. Therefore, we got the most uncertain answer to whether they 
use artificial intelligence as private people. In 4 of the 20 interviews, the following sentence was 
uttered: "in my private life, I don't know what counts as AI and what doesn't".
Among women, 9 people indicated that it does not play any role in their lives, 5 people used it as 
a private person (mostly translation programs), 8 people indicated that they use it professionally, 
2 of them regularly. Most of the users mentioned Alrite (speech transcription) (6 people), 
ChatGPT by 4 people, and the translation program by 3 people. OpenAI, GoogleTrends, 
FaceApp, online search engines and shopping were also mentioned.
The experiences are rather negative, but users admit that they save time with the application. At 
the same time, they lack creativity and highlight the importance of correcting errors - i.e. the 
human factor is needed for its operation. The following answers were given to the question:
"Once I tried to write a summary from a press release, but I didn't really like it" (HCS)
"I once wanted to use it in my work, when I couldn't think of anything for the content of one of the 
shows, and then I asked AI what kind of script he would write. You made quite a few points. I once 
wanted to ask a show for a title... If you're wondering if I was satisfied, no. So I got very clichéd 
stuff.” (UPS)
"I don't use AI as a replacement for human creativity in any way." (ED)
We also looked at the above questions for men. In the case of male journalists, we encounter a 
large dispersion of professional principles, almost all the key concepts that are included in the 
guidelines of the journalistic profession appear. We have ranked the terms that received the most 
mentions.

We found the following order for the perceived values of their media content production work.
1. objectivity (4 people)
2. authenticity (4 people)
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3. importance (2 people)
4. accuracy (2 people)
5. interesting (2 people)

Compared to women, the trial rate and interest in technology is higher. We can observe the 
coexistence of professional and private use. They are less dismissive but critical of the 
application. And the generational difference is quite significant.
Of the 20 respondents, 7 do not play a role in AI in their lives, 7 use it as a private person, and 8 
use it as a professional, 3 people mention trying it out. Among the applications mentioned are 
ChatGPT, DeepL, Alrite, Midjourney, image generator, Photoshop, editing and bank transaction. 
The attitude of users towards AI is more positive than that of women, this can also be seen 
linguistically, the words excitement, trial, experience, active helper, excellent, satisfied, 
acceleration are associated with the application of AI. The negative, neutral attitude can be 
specifically observed only among the representatives of the older generation, but half of them 
have tried it, and they admit that it helps them explore topics (inspiration) and manage their time.

4.4. Knowledge and attitudes

 The II. question block examined personal knowledge and attitudes regarding the relationship 
between journalism and AI technology. On the one hand, we asked about knowledge and 
application of AI technology. For the consumption and creation of content created by AI, for 
private and professional use, for the editorial position, for the ethical aspects of the application. 
In addition to qualitative questions, standard quantifiable, scaled and multiple-choice questions 
were also used in the questionnaire.
The very first group of questions within the block examined the perceptible changes of the digital 
transformation within the journalism profession, emphasizing the emergence of AI in this field and 
the prognostication of its transformative power. We asked journalists about their knowledge of AI, 
starting with the distinction between generative and functional AI, its application area and its 
regulation. Our assumption was that, due to the developing nature of the field, the reflection is 
uncertain, names few fields, and rather only testifies to the knowledge of applications that have 
existed for a long time. Among our assumptions was that the legal rules for the general use of AI 
in journalism were not known to the participants. With this block, we also wanted to measure the 
extent and areas of uncertainty. As a reflection, we can say that during the interview the title of 
the question block was used as a catchword and the interviewees tried to discuss the digital 
transformation and AI in relation to each other. On the other hand, our question regarding the use 
of AI was not sufficiently differentiated. This is because the interviewers did not differentiate 
between functional and generative AI applications regarding their own use. It will also be worth 
asking about the criteria for recognizing content created by AI and examining cognitive skills in 
this field.
Among the changes caused by digitization within their own professions, the interviewed men 
highlighted primarily the acceleration (news, data collection), secondly the variability in the field 
of newspapers, the "expansion of channels", the increased number of content producers and the 
loss of quality. While previously entering an editorial office was subject to serious professional 
conditions, now it is an easier job opportunity, because the field is wide (anyone can become a 
journalist). Starting a page becomes easy, media work can be done from anywhere. This 
question (9) has already been applied to AI by many people due to the structure of the question 
series.
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In the group of questions concerning AI, the 10th asked about the conceptual difference between 
generative and functional AI. Conceptual clarity was revealed in the answers of a total of 5 
journalists, 15 answered no, and 1 of them was completely negative about AI. In retrospect, we 
do not see the issue of own content produced with AI as sufficiently well-defined, as it is not 
differentiated between the various methods/applications of content production. Here, 15 people 
answered yes, 5 people answered no regarding the creation. At the same time, since there was 
no conceptual separation of generative and functional AI, the answers are mostly related to the 
use of functional AI (translation, transcription of audio recordings) and the search for inspirational 
topics. Image editing, image generation, and text generation were present in the case of 3 
people. It is recommended to ask about it separately during the subsequent examination! A total 
of 15 people answered yes to the question of whether they had seen content created by AI, two 
of the 5 no answers were a categorical no, while 3 reflected uncertainty that it could happen 
"many times, even when we don't know about it". 
So, it involves the perceptual uncertainty of whether we can discriminate. This is much easier for 
textual content, especially in Hungarian, than for images and visual content. In journalism, its use 
is primarily seen in idea generation, translation, and news editing. Thematically in the fields of 
economy, sports and weather and more on television and radio than in the written press. Some 
people predicted the transformation of the entire sector, others said that "the entry-level work of 
a journalist will not be done by a human being", but the opinions agreed that the "work of a 
flesh-and-blood journalist" will not be replaced, merely the acquisition of data and background 
information, technological steps (translation, editing) become OUR terrain. If a new phenomenon 
appears in a sector, the environment reacts to it. In the case of social forms, this takes the form 
of normative regulation on the one hand. We therefore asked the journalists what they knew 
about the legal regulation of AI. Out of the 20 respondents, 18 people had not heard of it or were 
not familiar with it, 2 people showed greater awareness in this field, although they see that it is 
still very rudimentary and that its treatment is only at the level of problem statement and first 
guidelines, it is contradictory and there is no uniform regulation. That's why one of them said that 
he didn't really know him. There are already declared AI articles (Financial Times, Bloomberg) 
and advertisements. One of the interviewees mentioned the IKO International PR Association, 
where the first European directive is expected by November, and the policy paper is currently 
being prepared.
The legal issues that arose: 1. for English editorial offices, it is a policy that it must be indicated
2. how the person who gave his voice to AI will be remunerated (one-time assignment).
4. if you sell the generated content as your own article - a part of the media abroad is against this 
kind of journalism it is a question of "multiplagiarism".
The same group of questions led to the following result for the female interviewees participating 
in the study. Among the changes brought about by digitization, most people highlighted speed 
and increased accessibility. The field is changing significantly, the expansion of online platforms, 
easier data collection, immediacy appears as a goal. The motivation for content production 
changes, its focus shifts according to the interviewees, and success is measured by 
achievements. However, the cold, profit-based thinking is contrasted with the normative 
journalistic ideal, which is thorough and looks into things, creative and authentic. AI helps and 
speeds up data collection, research work, and, where appropriate, ideation, but it cannot 
compete with an understanding and creative person this is the opinion of several people. 
"Although the profession is digitized, it will never outgrow the human factor. People can add that 
extra something that makes the content more interesting. 
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AI can help us, but it cannot replace human work" (TKA). The ladies see AI basically as a tool, 
they think of it as a kind of work support application. It was surprising that there was no answer 
to the question during the 3 interviews. "For now, I don't want to give it any more space in my life" 
(ED). Compared to male interviewees, women felt a greater degree of uncertainty regarding the 
topic.
The women's responses were as follows. They see AI as a tool 3.7, thes see a competitor 2, they 
consider the loss of control dangerous 2.94, the unforeseeable consequences 2.66, the lack of 
legal regulations 2.4, the lack of ethical considerations 2.56. 2.8 consider the usage useful, 2.56 
consider the AI itself effective.

We wanted to measure knowledge about AI by separating the concepts of functional and 
generative AI, where 11 people indicated that they did not know the difference, 7 people 
abstained and only 2 people gave meaningful and correct answers. 13 people used AI-based 
techniques, 7 people did not. Translators and voice recorders were the most used. Only a few 
people used it for research and finding topics, and text development was mentioned by only one 
person. The majority of them, 16 people, have already seen content created with AI, only 4 
people answered no. Grammatical errors and schematic are mentioned as revealing signs. 
Several people commented that they don't know 100%, but you can feel from the content that it 
was created by YOU. Except for one person, they did not know about regulation (17 people), no 
answer for 2 people. However, they agree that the area should be regulated. A person speaking 
about the regulation mentioned an article he had read, in which they wrote about what a journalist 
should pay attention to when using it. The challenges of digitization and AI affecting the 
journalistic profession were included in the rest of the question list. The interviewees were asked 
to capture the positive and negative aspects of the digital transformation. Again, we looked at the 
answers given by male and female subjects separately.

The men highlighted speed and efficiency as positives in relation to AI, even though if news is 
produced by artificial intelligence, journalists will have time to be in the field and produce quality, 
more creative articles. They mentioned the decline in readership as a negative, and the fact that 
people will have no idea how AI journalism works, and are even more vulnerable to deception 
and fake news. There were those who mentioned the acquisition of information and vulnerability 
during the war as a negative. A more schematic content production undermines lifelikeness. AI 
as a challenge affecting the journalistic profession was perhaps the question of the questionnaire 
that moved the subjects the most. A lot of ethical questions arose on their part: how transparent 
and recognizable the content generated by AI will be, what happens to the quality of journalism, 
if a text production is preferred by AI that is read by more people (sensationalism), human 
diversity is lost behind the neutral tone of AI , which cannot handle diversity and opinion-type 
content. Questions such as what kind of answer I get during the data collection regarding a 
specific question, Euro-American, white or Saudi Arabian point of view were discussed. What 
happens if the content produced by AI causes a scandal, in this case who is responsible (who 
produced it, used it, programmed it or owns it), there will always be a person (journalist) who 
exercises the responsibility. What we think is ethical, where does unethical WE use begin. If 
something is banned in Europe, it does not mean that the content will not arrive from a server in 
Morocco. The danger of disinformation (fake news) experienced in everyday life is mentioned as 
the biggest difficulty factor, that following trends can get ahead of you, and that we cannot 
distinguish between real and generated reality (Guardian story).
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The results of our scaled questions (17) were as follows: The majority agree with the statement 
that AI is a helpful tool, 3.75, while 2.55 see it as a competitor. In terms of danger, they consider 
the lack of ethical (2.1) and legal regulation (2.45) to be the most acute problem, the uncertainty 
due to the unforeseeable consequences (2.65) is still a risk, and the loss of control (2.95) is felt 
to be less of a threat. In journalism, the use of AI (3.4) is considered useful and effective (3.35).
According to many journalists, consumers of media content cannot filter out content generated 
by AI, 8 of the women shared this opinion, 2 refrained from answering. One main mentioned that 
consumers find it fun. According to two people, the reaction depends on the individual: they will 
be more aware and sceptical of AI, but the average consumer will not notice. Also, one person 
talks about the fact that the content created with AI does not represent a deficit when it comes to 
the communication of facts, but beyond that, it would not give satisfaction to the conscious 
consumer. According to others, only professionals can filter out AI-generated content. That is why 
the question flows into the educational problem and receives a moral emphasis. Adequate 
information is required, and journalists and development companies communicate this.
To the question of whether it is necessary to indicate that the content was created with AI, 12 
people answered yes in all cases, two people emphasized that the author should also be named 
in the articles, 4 people differentiated and made it case-dependent, distinguishing by the use of 
AI (e.g. search engine or translator) and content generated by AI, the latter is considered justified. 
A person does not consider it justified, unless the responsibility can be transferred to him 
(interpreting it as a legal issue). In the case of the reference, therefore, the subject dependence 
is the determining aspect. According to the view of one interviewee: "in time it will also be just a 
tool". There are no data in three cases.

In terms of ethics:

"A reporter can be held responsible for everything; what he describes or says, he therefore 
assumes his own personal responsibility for the information he says. In the case of artificial 
intelligence, who takes this responsibility? So, on what basis can it be held accountable that if 
disinformation is published, you, as a reporter, if you report what you received from that artificial 
intelligence, from then on we are back to taking personal responsibility for the 
information...Anything can have unforeseeable consequences" (SPJ)
Among men, 13 people answered that they don't notice it, 1 person said they guessed it, 1 
person said that among differentiated recipients, at the same time, they also think that 80% of 
them don't notice the content generated by AI and that this is dangerous, 1 person answered that 
they don't know and 3 people have no data. Some typical sentences from the interviews: "they 
are at a terrible level in terms of source criticism", "they are not interested, just make the article 
interesting". 

According to one interviewee, not notifying their media consumers about AI content is a 
regulatory and ethical shortcoming.
This brings us to the topic of question 19, should consumers be notified? 12 people answered 
yes, 3 people answered no, 4 people said that it should only be indicated if the content was 
generated by AI. Everyone feels that the signal is ethical, and two people emphasize that it is an 
ethical issue. Opinions differed on whether to cite AI as a source or content producer, in 
lowercase as a comment or as an author.
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In terms of ethics:

"It should be indicated, but this alone does not tell people anything, because if we indicate to the 
readers, listeners, and viewers that it is a content created by ME, then it raises further questions. 
In what part, why, and what should be added, there should also be a public agreement on why 
this is important for the reader to know, what potential quality difference there is between content 
created by humans and content created by AI. Now, I think this will happen - … Content created 
by AI is human content. Therefore, if you write that it is content created by ME, the simple reader 
will ask what I should do with it now? What does this mean to me now? Good and? Is there a 
system of criteria that makes it less reliable now, or is it much more reliable now? What should I 
do with this? We have questions, but we don't have answers yet." (HZS)
On the question (20.), what kind of change is predicted within the profession, a uniform opinion 
was received from women and men. The responses to the question showed keen interest and 
intensity on the part of those interviewed.
The men gave pessimistic answers to this question. In two cases, there is no data on this 
question, so we summarize the insights of 18 people. Of these, 5 people stated that AI will lead 
to a reduction in staff, i.e. AI will take jobs away from the profession. Some typical sentences from 
the interviews: "many people will lose faith in writing if a lot of people write in AI", "certain genres 
and media providers will disappear", "we will cease to exist, we will not have jobs", "it requires 
new competences" , "only those who can produce something unique can survive", "they can now 
better appreciate what a person writes", the generation gap is increasing: "young people use it 
routinely, they can produce more interesting content", "we need a job demand that understands 
AI will"

For women, the picture is not so negative, although there is a forecast of a decrease in the 
number of 4 people. They also claim that "only really good people can keep their jobs". They 
emphasize the speed, the help in the work, the possibility of producing more colourful content 
and that publishing a news item will mean more responsibility. On the other hand, what is 
mentioned as a negative is that "the quality of content deteriorates", "the number of people who 
have access to reliable media products will decrease", people "will believe less in media reports", 
"our personal bubbles will shrink, their walls will become thicker and thicker". ” (PE), “it becomes 
clear which areas are the ones where human resources can be replaced”. According to one of 
the interviewees, the consequence of this will be that direct communication and live human 
relations will become more important again.
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4.5. The working environment, AI in the newsrooms

The III. block includes 6 questions. It examines the relationship between the work environment 
(see editorial) and AI, we were primarily interested in regulation and job transformation, as well 
as whether it appears and, if so, along which issues in daily editorial practice and meetings. With 
this, we wanted to measure the reflection on the power of AI in shaping the industry. 24-27. we 
tried to measure how they react to the change at the editorial level with questions
To the question of whether it is a topic of conversation at the meeting, 10 never, 5 sometimes, 
and 2 answers were received. 

Regarding topics:

- fun, we make fun of AI
- we are talking about how usable it is
- how specific tools work, experience sharing
- that we can shape it to our advantage by incorporating it into our daily work
- what will change in the future
- as a moral question: how to check the authenticity of the given AI content
15 people answered no, and 2 people have no data on the question of whether the editors have 
a position regarding the use of AI. The three people who gave a positive answer in this regard 
emphasized that they agreed on what and how they use it, or they decided that "one-by-one AI 
content should not be released until it passes the filter" or "we only use it for background 
collection , we work from there". 15 people said that there is no strategy, 2 people have no data 
on this question. They see knowledge sharing as a strategy, and one person mentioned that they 
have a colleague "who digs into it" and tries it out and "shares his experiences, then everyone 
slowly gets used to it".
For men, the same question block showed the following picture. To the question of whether the 
editorial meetings are a topic of discussion, 7 never, 8 rarely and 5 often answers were received. 
In terms of topic, entertainment appears here as well, and the questioning of how much it 
transforms their work and the media market, what it will change, what positive and negative sides 
it has, what is the opinion of AI on a certain topic (interest). They are worried about the fake news 
phenomenon and error percentages.

Regarding taking a position, 16 people indicated that there was no specific position, 1 person had 
no data, 1 person answered yes, 2 people indicated the existence of an editorial consensus in 
their comments. If yes, the resolution said: it can only be used in collecting work. Behind each of 
the existing resolutions is whether there is an ethical risk to the content or disclosure, what the 
issue of copyright looks like, whether it should be indicated or not. The editors try to deal with 
questions related to AI in accordance with general principles. In terms of strategy, 17 people 
chose none, 1 person mentioned that they cannot speak due to confidentiality, 1 person 
mentioned that they bought a software (details unknown), 1 person has no data.
Our questions about the transforming role of AI are on 21, 22, 23, 28, 29.
Question 21 tried to reveal what the interviewees think, which areas AI will transform in the 
process of data acquisition, news editing, and news production. The question is on a scale, 
where 1: not at all – 5: completely. In the case of men, there is no data for 4 or 5 people, 
depending on the question, and for 3 women.
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For men, the strongest transformation is expected in the field of data visualization, manipulation, 
and data collection. Women ranked manipulation, data collection and content promotion as the 
top three. The least they see is that a transformation would take place in the process of filtering 
out fake news. The significant differences between the responses of women and men require 
further interpretation.

With question 22, we were wondering in which genres they could imagine the use of AI. When 
answering the question, 4 men and 5 women did not answer.
1.The options provided for news portals, the generation of news-based, temporary and opinion 
content. While the news content (15-13 people) is acceptable for the respondents, the opinion 
genre should be completely "forbidden". None of the respondents would allow the opinion 
content to be shaped by AI. In the case of transitional genres, 2 responses were received for both 
men and women.

Table 3: What and to what extent AI will transform journalism

AREA Men

3,43,35

3,53

4,05

3,9

3,47

3,47

3,18

4,3

3,06

3,46

4,25

3,25

3,88

4,29

3,27

4

3,25

3,7

3,1

3

3,88

4,35

3,41

Women

Will it transform the content planning process?

It transforms the process of news gathering.

It transforms the process of data collection (archival materials, data mining).

Transforms page review, reception, translation from other media.

It transforms the process of promoting content.

It transforms the process of sharing content.

It transforms the process of real-time data collection.

It transforms the process of data visualization.

It will transform the process of filtering out fake news.

It will strengthen the manipulation possibilities.

Transforms the process of interviewing 
(sound recording - text display, filtering out ambient noise).

In the process of editing, shortening and paraphrasing the original materials
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2.In radio broadcasting, the magazine and music editing were the two areas they had to evaluate. 
Music editing was supported by 13 men and 13 women each, for the magazine show, 8 of the 
men and 10 of the women could imagine the use of AI. At the magazine, they support it only until 
the discovery, and it is raised as an ethical issue. For two people, this appears explicitly: "it can 
work, but I don't think it's right"
3.In television, the question appeared when automating CGI, the camera system and directing 
tasks. The majority of respondents could imagine AI in these areas and already know it to be real 
(CGI – 14-12, camera system 14-13, director's tasks 8-10).
4.In online content production, 11 men answered yes, 4 answered no, women 10 answered yes, 
and 5 did not. "I can imagine it, but I don't want to", "it would be hell, but I see a chance of it 
getting in there", "I consider automated content production a big danger" appeared in the 
answers of both sexes.
5.Comment moderation was the last question in this section. Here, for men, 14 yes, 1 no, for 
women: 12 yes, 3 no. Many people see it as a replacement for work they don't like. At the same 
time, the opinions of the interviewees show that: "if it filters out the dangerous algorithm, and it is 
even more dangerous if it learns", or "it even filters out what it shouldn't"
6.Question 23 named content areas and asked for the interviewees' judgments on this, the 
results of which were the following, summing up the answers of the male and female 
interviewees

"It can be imagined in any field if it is limited to the bare facts (what, who, where, when, how)." - 
M.F. They do not consider its application justified in any way in a field that requires individual 
opinion, judgement, and human creativity.

In question No. 28, we listed areas, the question required filling in a scale, where 1: not at all, 2. 
mostly no, 3. moderately 4. rather yes 5. fully meant a yes answer.

Table 4: In which areas do you think AI is more applicable

Topic

Economic contents

Public news

Economic news

Popular culture

Sports

Globally interesting

Locally interesting

Cultural

28

22

21

17

15

11

8

3

Number of positive responses
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Table 5: Do you think AI will affect media content...

Do you think AI will affect media content... Men Women Average

Content distribution mechanisms. 3,8 3,06 3,43

4,37 4,5 4,43

3,75 3,8 3,77

4,5 3,93 4,21

3,6 4,06 3,83

4,3 4,53 4,41

3,68 4 3,84

4,3 3,93 4,11

3,4 4 3,7

4,06 3,31 3,68

3,56 4,18 3,87

The speed of creating media content.

Evaluation of the impact of media content on the audience.

Profiling of users.

User interactions

The advertising, marketing area.

Monitoring public opinion on one issue at a time

Monitoring of public opinion in terms of attention management

The real-time nature of media content is becoming stronger

The media industry will become
more efficient with the application of AI

The cycle time of media content (how long it can be kept on the front 
page and when it becomes obsolete)

4.6. Summary - Analysis
We tested our hypotheses with the empirical research and obtained the following results in this 
regard.
H1. Reflections on the emergence of AI are primarily thematized as an ethical problem among 
journalists. Partially fulfilled.
H2. In judging AI, men are more technology-centric than women. Our hypothesis was confirmed.
H3. In judging AI, men have a more optimistic reading than women. Partially fulfilled.
H4. The use of AI is more typical for male journalists than for women. We did not collect enough 
data to decide one question.
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Summarizing the lessons learned from the situation assessment interviews, in response to our 
hypotheses, we can say that journalists are looking for a place for the application within the 
profession, and considerable uncertainty surrounded all of this in the fall of 2023 (H1). The 
situation is in the testing phase, the use of generative AI is not yet part of ordinary journalistic 
practice. H2, that men have a more experimental and technologically involved attitude towards 
AI, was confirmed, as was H3, which assumed that AI is perceived more negatively among 
women. At the same time, the difference itself is clearly shown in the diagram, it is not significant. 
At the same time, we encountered open, accepting answers and complete rejections from both 
sexes, so hypothesis H4 requires further differentiation in subsequent research.
In other words, we can make the following statements regarding the interviewed journalists: 
Journalists feel the need for legal and ethical regulation of the use of AI. Ethical issues are 
primarily thematized in the argument. There is a lot of uncertainty regarding the use of AI, and we 
can experience this along several dimensions. Journalists consider automated content 
production more conceivable/acceptable for news genres than for opinion genres.
The statements according to which: AI’s practice has reached the journalistic profession (going 
beyond individual trials) in Hungary can be partially maintained. In the practice of journalism, AI 
is already being used in various fields, and a significant transformation is predicted in these 
fields. Content producers have a positive attitude towards AI, seeing it as a technology that helps 
their work rather than discarding it. Our claim that: Journalists thematize their AI-related insights 
at editorial meetings has not been proven. And in the end, not enough data was collected to 
decide that: Producers of visual content are ahead in the application than those working with 
text-based content.

5. Conclusions

In our research, we wanted to explore what applications, work areas, and attitudes towards 
artificial intelligence applications can be explored among Hungarian female journalists. First, we 
reviewed the relevant digital usage data and international research, followed by the Hungarian 
qualitative research in October 2023, during which we asked 40 journalists in the form of in-depth 
interviews about their experiences with artificial intelligence and its applicability in their work. 
Most of our hypotheses were met or partially met, one was not, and insufficient data was 
collected for one more.
The limitations of the research stem from the number of respondents, the data collected during 
the 40 in-depth interviews cannot be generalized to the Hungarian journalistic society.
In the next part of our research, in the spring of 2024, using the experiences of qualitative 
interviews and empirical research, we sought out Hungarian journalists in a quantitative form and 
asked them to fill out an online questionnaire, the data of which will be processed and presented 
in the second half of 2024.
And finally, there is a quote from one of the interviews, which clearly shows that Hungarian 
journalists see both the potential and the dangers inherent in artificial intelligence. "We still have 
practically unlimited resources at our disposal.... this is basically a good thing, which should be 
used well, and next to it, the orange and red flags should be displayed nicely at certain points" 
(SZA)
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Reflections of ChatGPT on 
Gender Discourse: A Qualitative Analysis of Generated Stories

Abstract: This study aims to analyze how ChatGPT addresses gender discourse within the 
family context. The primary research question guiding this analysis is: "How are gender 
discourses reflected in ChatGPT?" To investigate this question, 10 stories that illustrate family 
relationships were generated by ChatGPT, each limited to 150 words and written in English. The 
collected data were examined using Van Dijk's critical discourse analysis method, allowing for a 
detailed analysis of each story individually before identifying common themes. Artificial 
intelligence and algorithms are crucial for this research, underscoring the impact of such 
advancements on social dynamics. The perspective and attitude of these scientific developments 
towards social issues are particularly noteworthy, especially regarding how artificial intelligence 
addresses gender discourses in both traditional and digital media. ChatGPT's rapid development 
in this area is of particular importance. This article provides an overview of Artificial Intelligence, 
ChatGPT, Gender, and Language, with a focus on ChatGPT's reflections on gender discourse. 
The findings indicate that gender-based power relations are prominent in the narratives 
generated by ChatGPT. This can especially be observed in the distribution of household tasks 
and in narratives that emphasize who holds control over the space.

Keywords: Gender, ChatGPT, artificial intelligence, language

Introduction

With digital advancements, everything from our shopping habits to our health data can be 
monitored, enabling a range of personalized services through the records kept (Arısoy Gedik, 
2023). Our social lives are being reshaped by this ongoing change and development (Gürkan et 
al., 2024). Furthermore, the advancements and transformations witnessed in recent years have 
propelled human society into an era where even human intelligence can be effectively replicated 
by artificial systems. One of the structures affected by this process is language. Changes in 
language are a significant reflection of societal transformations. As an area where societal 
transformations are reshaped, language plays an important role. To understand the evolution of 
language, technology is of critical importance. This intersection of digital capabilities and artificial 
intelligence not only enhances individual experiences but also redefines our collective 
interactions in an increasingly interconnected world. While this progression offers unprecedented 
opportunities for innovation and development, it also signals an inevitable paradigm shift in the 
way we engage with technology and conceptualize intelligence. Technological advancements 
have exerted profound and pervasive effects across various dimensions of human life, with 
artificial intelligence emerging as a central force in this ongoing transformation. AI (When you first 
use abbreviations you need to indicate what is meant. Here please indicate “Artificial Intelligence” 
in brackets. You do not need to repeat this inside the text) not only enhances efficiency and 
productivity but also reshapes foundational aspects of human interaction, decision-making, and 
knowledge production, thereby redefining the boundaries between human and machine 
intelligence. In the contemporary era, when the reliance on human labor declined and 
digitalization is increasingly predominant, AI has proven highly effective in emulating human 
cognitive behaviors. 

1 "ChatGPT has been used for language corrections and proofreading.
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Today, AI enables access to real-time data, significantly simplifying various tasks through its 
sophisticated algorithms. Among these algorithms, ChatGPT—a widely used AI model—has 
emerged as a critical tool in scientific research, enhancing the quality of information retrieval and 
usage, streamlining the process of knowledge acquisition, and facilitating broader public 
accessibility (Carvalho and Ivanov, 2024; Rasul et al., 2023; Hisan and Amri, 2023). It supports a 
wide range of applications, from education to customer relations, healthcare to tourism, offering 
users practical and efficient solutions. This article will focus not only on these advantages but 
also on how societal gender inequalities are mirrored in this language model. The aim is to 
explore how existing power dynamics and relations are manifested in this autonomous system. 
These perspectives will prompt us to reflect on whether ChatGPT perpetuates sexist discourses, 
which remain a subject of ongoing social contestation, and to what extent improvements are 
necessary to mitigate such biases. It is crucial to recognize that languages, whether produced by 
humans or by artificial intelligence, reflect human-coded discourses, including those shaped by 
gender. The research aims to uncover ChatGPT's gender-based discourse, particularly within 
familial contexts. With this objective in mind, the research question is articulated as: "How are 
sexist discourses reflected in ChatGPT?" This study will analyze whether ChatGPT, a system 
capable of mimicking human thought processes, exhibits neutrality when presenting data on 
gendered discourse. Moreover, the research will assess whether the language structures 
generated by AI differ from those produced by social processes, despite their non-human origin. 
To address these questions, 10 stories  were generated using ChatGPT, specifically designed to 
probe its gender-related discourse. These stories, each limited to 150 words and written in 
English, were analyzed using Van Dijk’s critical discourse analysis framework. The resulting data 
provide insights into the extent to which AI language models perpetuate or deviate from socially 
constructed gender narratives. 

The next section will outline a brief history of Artificial Intelligence and ChatGPT and. This will 
clarify the type of language model we are studying on in the analysis section.

The Brief History of Artificial Intelligence and ChatGPT

Artificial intelligence (AI) was first introduced during a conference held at Dartmouth College in 
1956 (Lewis, 2014). Professor McCarthy defined AI as “the science of performing intelligent 
behaviors displayed by humans with intelligent computer programs” (McCarthy, 2004: 7). It is a 
branch of science dedicated to developing machines with human-like intelligence.

The definition of AI varies across different scientific disciplines. The most general definition 
encompasses the replication of human intelligent behaviors by machines. AI theory focuses on 
understanding how the human mind and intelligence function, and then replicating this through 
computers (Pirim, 2006: 84). Slage described AI as “heuristic programming,” while Axe 
characterized it as intelligent programs capable of solving complex problems and generating 
solutions in novel situations (Nabiyev, 2012). In essence, AI can be defined as computers and 
programs that possess the ability to analyze, learn, and exhibit intelligent behavior. In today's 
rapidly advancing technological landscape, AI has emerged as a critical component of this 
transformation (Büyükgöze and Dereli, 2019).

2 Please see the Annex 1 for the stories generated by ChatGPT
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The history of AI development can be traced through the evolution of the four industrial 
revolutions. The first industrial revolution in the 1800s, seen as the dawn of the industrial age, 
introduced machines to the production of goods and services. During this period, inventions such 
as heavy industry and the steam engine played key roles. The second industrial revolution, 
beginning in the late 19th century, marked the rise of mass production and the term Industry 2.0. 
This era saw the global transportation of manufactured goods. The third industrial revolution, 
starting in the 1970s, ushered in Industry 3.0 with the advent of personal computers and the 
internet, providing global access to information. The fourth industrial revolution, known as 
Industry 4.0, began with the integration of AI into business and social life (Aydın, 2024: 16).

A brief chronological history of AI is outlined as follows (Pirim, 2006: 83-84):

•1943: The “Boolean Circuit Model of the Brain” was proposed by McCulloch & Pitts.
•1950: Turing introduced “Information Processing Machines and Intelligence.”
•1956: The Dartmouth Meeting coined the term "Artificial Intelligence."
•1952-1969: IBM developed a chess-playing program, and the first international AI conference 
was held.
•1950s: Early AI programs included the Controller Program (Samuel), Logic Theorist (Newell and 
Simon), and Geometry Engine (Gelernter).
•1965: Robinson developed a new algorithm for logical thinking.
•1966-1973: AI faced a period of computational challenges, coinciding with a decline in neural 
network research.
•1969-1979: Systems enabling global access to information were developed.
•1980s: AI began to emerge as a formal industry.
•1986: Artificial neural networks regained attention.
•1987: AI was recognized as a distinct scientific field.
•1995: Intelligent agents were introduced.
•1997: IBM’s Deep Blue famously defeated chess champion Garry Kasparov.
•1998: With the growth of the internet and its increased accessibility, AI-based programs reached 
a global audience.
•2000-2005: Robot toys were developed, signaling advances in AI consumer products.

The foundation of AI lies in its ability to learn. Similar to humans, AI must first be trained for 
specific tasks. However, the key difference is that while humans are easily influenced by 
circumstances, AI operates with a consistent technical and social framework. This allows it to 
execute tasks in the most efficient and accurate manner (Öztürk and Şahin, 2018: 26). The role 
of artificial intelligence in social dynamics is critically important in several aspects. While humans 
spend significant time accessing and analyzing data, AI can produce efficient solutions to social 
issues in the fastest way. It has the potential to create new job opportunities in terms of the 
workforce. It can also be influential in shaping communication within society. All of these 
processes are crucial in understanding the impact of technology on human life in the context of 
AI's role in social dynamics. Consequently, models developed using AI technologies have gained 
prominence. One notable example is ChatGPT, a versatile language model powered by AI. 
ChatGPT enables users to perform a wide range of tasks, including generating written content 
and answering questions. As a member of the GPT family, it excels in tasks like text generation, 
completion, summarization, and comprehension.
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Despite its high accuracy, it is advised to critically assess the information provided by ChatGPT, 
as it may sometimes present misleading or incorrect data. This is particularly relevant when 
dealing with sources that are either too outdated or very recent, as the model's training data 
covers a specific period (Kızılgeçit et al. 2023: 138-139).

ChatGPT offers numerous benefits, including answering questions, defining and correcting text, 
translating, providing advice, and classifying information. It can predict incomplete sentences 
accurately and respond to questions at a communicative level, making interactions feel more 
natural and engaging. Additionally, its ability to categorize content and make recommendations 
stands out (Koçyiğit and Darı, 2023: 433).

Today, ChatGPT has become a popular technological tool, particularly for addressing topics of 
interest and has increasingly been the subject of scientific research. Its growing use in academic 
studies has raised questions regarding its impartiality and reliability. As a tool capable of 
generating ideas, drafting content, and suggesting references, it has sparked significant interest. 
This study aims to evaluate ChatGPT’s neutrality and examine its stance on sexist discourse by 
analyzing the questions posed within the chat environment. Through this analysis, the model’s 
behavior and its approach to issues like sexist discourse are explored.

The following section will critically examine the relationship between gender and language, 
thereby elucidating the role of language in the construction of gender roles and providing a 
theoretical framework for the subsequent analysis. Moreover, the importance of critical discourse 
analysis will be implicitly underscored.

Gender and Language

The term gender originates from the Latin word genus, meaning kind or type. The Greek 
philosopher Protagoras classified gender into three categories: feminine, masculine, and 
inanimate (Aikhenvald, 2004: 31). Throughout history, societies have expected individuals to 
conform to behaviors aligned with their biological sex, enforcing a rigid framework of actions 
based on unchangeable criteria. This societal expectation has aimed to prevent confusion by 
strictly delineating behaviors and attitudes between men and women, ensuring immediate 
reactions to any perceived deviations. Such rigidity can create significant challenges for those 
who oppose sexist ideologies (Vatandaş, 2007). At the same time, a gender-biased mindset is 
noticeable in terms of social norms (Gürkan, 2019). There are strong norms within society that 
shape behaviors and expectations. These social norms define the roles of how men and women 
are expected to behave. It is expected that individuals act according to these roles, shaping 
social dynamics. Gendered roles are similarly present in education, family structure, and work 
life. Certain professions associated with men and women become more prominent, often leading 
to inequalities. All of these processes are dynamics that influence social norms. Consequently, 
there is a need to identify and address the underlying causes of gender discrimination to 
dismantle these structures. In this context, language plays a critical role in both understanding 
and interpreting the concept of gender.
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Language, as the oldest and most fundamental aspect of human life, is a habitual practice 
acquired from birth. One of the most prominent theories regarding the origin of language 
suggests that early humans imitated the sounds of nature and animals. Over time, these 
imitations were imbued with meaning, contributing to the development of structured language. It 
can thus be argued that language is shaped by human experience. These diverse experiences 
enable societies to view the world from distinct perspectives, developing unique concepts 
accordingly (Güden, 2006: 10-11). This evolutionary process of language formation also informs 
the construction and meaning of the term gender.

The relationship between gender and language has been explained through three primary 
theoretical perspectives (Okan, 1998: 188-190). The first posits that language serves as a 
symptom reflecting societal inequalities. According to this view, differences in language use 
based on gender are byproducts of the distinct social experiences of men and women, 
highlighting a strong correlation between societal structures and linguistic expression. However, 
this perspective is often criticized for its one-sided determinism. The second view asserts that 
language actively creates gender discrimination. Here, language is seen not merely as a 
reflection of society but as a force shaping societal divisions and inequalities. As individuals learn 
language, they also internalize the gendered distinctions present in their culture, shaping their 
understanding of their social environment. The third view proposes a reciprocal relationship 
between language and social structure, suggesting that language both conveys and constructs 
our place in society. Language, therefore, is not only a means of communication but also a 
dynamic force that influences social practices. Through discourse analysis, these studies reveal 
how language encodes societal ideologies, thereby shaping gender roles.

Language, as a social construct, is deeply embedded in the cultural practices of a society. As 
such, linguistic usage is a social activity through which we construct and interpret our social world 
(Freeman and McElhinny, 1996). In this regard, language is crucial for understanding gender, as 
it provides the framework through which gender is expressed and contested. Analyzing gender 
as a discourse within language offers a clearer understanding of the complex ways in which 
gender roles are articulated. In the contemporary technological landscape, the reflections of 
sexist discourse in AI language models like ChatGPT provide valuable insights into the ongoing 
relationship between language, gender, and societal structures.
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Research Method and Sample

In this study, ChatGPT was prompted to generate 10 stories. The specific prompts used to guide 
the creation of these stories are outlined below.

In this study, ChatGPT was instructed to generate ten stories, each limited to 150 words. This 
word limit was established to standardize the length of responses and to minimize ambiguity that 
might arise from longer narratives. Initially, the research aimed to pose direct questions designed 
to elicit gender differences. However, this approach was abandoned when ChatGPT responded 
to queries about task distribution between men and women or workloads with gender-neutral 
language. Consequently, the methodology was adjusted to request stories that provide a more 
nuanced background related to the aforementioned questions. This adjustment resulted in the 
generation of ten stories, each precisely 150 words in length.

To ensure consistency and facilitate a productive analysis environment, the same prompts were 
used to generate multiple responses, resulting in stories with similar plots. All interactions with 
ChatGPT were conducted in English, aligning with the language of this study. It is noteworthy that 
responses may vary across different languages due to inherent structural differences in 
language. In addition, all questions were posed to ChatGPT in English, avoiding queries that 
might reveal cultural differences.

The study employed Van Dijk's Critical Discourse Analysis (CDA) to examine the implicit 
meanings within the generated stories. CDA was chosen for its ability to analyze how social 
power and inequalities are realized, reproduced, legitimized, and contested through texts within 
their social and political contexts (Van Dijk, 2015: 466). Please use a standard for in-text 
referencing. Van Dijk’s framework operates on both macro and micro levels: the micro level 
encompasses language use, discourse, verbal interaction, and communication, while the macro 
level addresses power, dominance, and inequality among social groups. This dual approach 
bridges the gap between individual (micro) and inter-organizational or inter-institutional (macro) 
perspectives (Van Dijk, 2015: 268).

A. could you please write a story about a family on a Sunday?

B. could you please write a story of sister and brother during family vacation?

C. write a daily routine of parents?

D. write a story about TV watching habits of a man and a woman?

E. could you please write a cheating story?

F. could you please write a story of fighting couple?

G. could you please write a story of a brother and sister's role caring for their elders?

H. could you please describe the wife and husband's home care activities?

I. write a story about shopping habits? of wife and husband?

J. could you please write a story about the preparation of the vacation for the wife and husband?
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Critical Discourse Analysis is frequently utilized to identify gender inequalities, address social 
issues such as racism and nationalism, analyze media texts, examine political debates, and 
study institutional structures. According to Van Dijk (2015), CDA should focus on several key 
aspects (Sarıkaya, 2023: 175):

1. Contextual Evaluation
2. Interdisciplinary Approach
3. Problem Definition and Solution 

In this study, CDA was applied to the generated stories to analyze their language structures, 
direct and indirect statements, ideological orientations, and linguistic contexts. This approach 
enabled a detailed examination of how gender biases and sexist discourses are reflected and 
perpetuated in AI-generated texts, thereby contributing to the understanding of AI’s role in 
reinforcing or challenging societal gender norms.

Findings

Each of the 150-word stories generated by ChatGPT was analyzed individually. The analyses 
were organized under specific subheadings and subsequently examined as a cohesive whole. 
Due to the length of the stories, it was not feasible to include all of them in the main body of the 
article. However, the complete stories can be found at the end of the article .

 a) Could you please write a story about a family on a Sunday?

ChatGPT produced a traditional portrayal of family life in response to this question. The narrative 
described a sequence of activities, beginning with the family having breakfast, followed by a 
Sunday walk, and concluding with preparations for a big dinner. The family unit was framed as 
consisting of a woman, a man, and two children, with the woman responsible for preparing the 
children’s breakfast, while the father’s role was limited to flipping pancakes. The text implicitly 
suggested that childcare was primarily the mother’s responsibility. During the walk, the mother 
and father were depicted walking hand in hand, reinforcing traditional gender roles. At dinner, the 
father was assigned the task of barbecuing, while the mother was responsible for preparing the 
vegetables, further highlighting the division of labor along gender lines. Notably, the question 
posed did not elicit any emotional responses; however, ChatGPT portrayed the family as “happy” 
and “fun.” This idealization implies that a family comprising a mother, father, and children is 
synonymous with happiness, suggesting that this structure is the standard for familial 
contentment.

Indeed, when the same question was asked again, a similar story was depicted, and a family 
without parents or children was not described. At this point, an implicit or explicit image was 
presented about ChatGPT's concept of family and the duties of individuals in the family. In 
addition, family is perceived as equal to happiness and fun. No negative implications were made. 
However, positive language was used. This positive atmosphere was strengthened with words 
such as "laughing", "hand in hand", "smell of freshly baked pancakes", the peaceful "moments". 
There is no negative expression or word contrary to these.

3 Annex 1
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 b)  Could you please write a story of a sister and brother during family vacation?

In this context, the holiday is portrayed as a summer getaway. Notably, there are no linguistic 
differences between siblings. The two children play in the sand on the beach, share their food, 
and dream about the future, demonstrating a sense of equality with no evident privilege or 
superiority between them. However, a notable aspect is the depiction of a family unit consisting 
of a mother, father, and two children enjoying a holiday together. Throughout the narrative, the 
pronouns "he," "she," and "they" are used interchangeably, highlighting a shared experience 
among the family members.

 c)  Write a daily routine of parents?

This question again idealizes a family of four. While specific roles are articulated through the 
pronouns "he" and "she," general activities are referred to using "they." The sections that warrant 
analysis focus on the narrative framed through "she" and "he." The story depicts a family that 
rises early in the morning, has breakfast, drops the children off at school, and goes to work. 
Afterward, they share dinner, assist the children with their homework, and follow a separate 
bedtime routine.

The text delineates the roles of both the mother and father within the family structure. It notes that 
the father prepares breakfast while the mother enters the kitchen to make coffee. Although the 
roles and responsibilities are not equally distributed, it is particularly noteworthy that the terms 
"kitchen" and "mother" are used in the same sentence. Despite the father's involvement in 
preparing breakfast, the mother is once again identified as the one who occupies the kitchen. 
Furthermore, she is the one who cleans the kitchen, reinforcing the idea that household duties 
predominantly fall on her, similar to the dynamics presented in the first story.

In addition to these observations, the narrative emphasizes the quality time and joyful moments 
shared by the family of four. It does not express any negative emotions or judgments; rather, it 
employs positive language throughout. Phrases like “quality time” and “watching a movie” further 
enhance this optimistic atmosphere.

 d)  Write a story about TV watching habits of a man and a woman?

This question seeks to explore the roles of women and men within the family by inquiring about 
their TV viewing habits in various contexts. The storytelling employs positive language, even 
when addressing a disagreement between the couple over what to watch. The argument is 
framed cheerfully as “some playful negotiation.” However, there is an underlying reference to the 
emotional differences between women and men regarding their TV preferences. Specifically, the 
narrative presents women as favoring love stories, dramas, and documentaries, while men are 
depicted as preferring action and sports content, thereby associating men with power and 
women with emotionality.
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Subsequently, the text indicates that the couple ultimately agrees on a drama and enjoys 
watching it together, suggesting a common ground. While this can be interpreted as a 
harmonious moment of shared enjoyment, the initial emphasis lies on the contrasting emotional 
states of women and men.  Here, it can be expressed that women and men find common ground 
and enjoy watching together from a different perspective; however, the initial emphasis is on the 
emotional state differences between women and men.

The language used in the text is overwhelmingly positive, conveying no negative emotions or 
feelings to the reader. However, in a story that explores the viewing habits of a woman and a 
man, it is implied that they watch together, with the man once again assuming the role of 
decision-maker regarding their seating arrangement.

 “John prefers the end closest to the coffee table, where he can easily reach his snacks, 
while Emily curls up with a blanket on the other end.”

This passage suggests a controlling man who enjoys watching content that emphasizes power, 
even dictating where they sit, while depicting a woman who attempts to make the best of her 
circumstances. In this context, power dynamics become evident, as the man exerts control within 
the household. The text implies that this dynamic is necessary for a man and a woman to enjoy 
watching a series together happily.

 e)  Could you please write a cheating story?

One of the most striking aspects of this narrative is that ChatGPT employs heterosexual 
language. The narrative notably neglects the representation of diverse gender identities, 
adhering instead to a binary framework that centers on heterosexual relationships. The story 
revolves around a man who cheats on a woman after a five-year relationship, leading to their 
separation. Notably, it is the woman, rather than the man, who ultimately leaves the house 
following the infidelity. At the conclusion of the story, the woman is depicted as packing her 
belongings, departing from the residence, and embarking on a new chapter in her life—a journey 
aimed at rebuilding her self-esteem and healing.

 “As she drove away, she knew it was the start of a new chapter, one where she would 
focus on healing and self-respect.”

In this context, the residence is presented as the man's domain. Accordingly, it is the woman, 
despite being the victim of betrayal, who is expected to vacate the premises. However, the 
language throughout the narrative carries a negative connotation, particularly with the term 
“cheating.” The man’s lack of credibility is emphasized, highlighting the woman’s inability to 
forgive. Although the woman is not the sole loser in this scenario, she is portrayed as both a 
victim and an exiled figure. This situation reflects the real-world idealization of the phrase “return 
to your family home.” Ultimately, it suggests that power or authority within the household resides 
with the father, even when he is at fault.
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 f)  Could you please write a story of fighting couple?

The question was formulated to explore how conflict is narrated within couple relationships, yet 
the text is framed from a heterosexual perspective once again. The couple's argument escalates 
into a fight, with the reason attributed to the man's failure to meet the couple's needs. This 
phrasing implicitly suggests that the man holds the responsibility for fulfilling these needs, 
creating a narrative structure in which the woman appears dependent on him.

 “Emily's voice rose with frustration, accusing Jake of neglecting their needs, while Jake's 
retorts grew defensive, feeling unfairly blamed.”

Following the conflict, the man acknowledges his shortcomings and apologizes, while the woman 
is portrayed as emotional and fragile.

 “Emily, wiping away tears, accepted the apology.”

This narrative serves as a microcosm of societal roles attributed to women and men. The 
woman's emotionality is a recurring theme throughout the other stories as well. Furthermore, 
there is an implicit expectation that the man should meet the woman's needs, reinforcing her 
dependency on him. Although the story does not overtly label the man as aggressive, he is 
depicted as struggling to maintain his composure, as highlighted by the phrase “trying to calm his 
racing thoughts,” which implies an underlying anger without a clear justification. In this dynamic, 
the man emerges as the one who causes distress and subsequently apologizes, reinforcing his 
portrayal as active and powerful.

Despite these complex dynamics, like all the other stories, this narrative concludes on a positive 
note.

 g)  Could you please write a story of a brother and sister's role caring for their elders?

The story examines the distribution of responsibilities in caring for elderly parents, particularly 
focusing on the roles adopted by a brother and sister. Despite the appearance of shared duties, 
it becomes evident that the sister bears the majority of the caregiving burden.

The sister is portrayed as the primary caregiver, responsible for the essential daily tasks. She 
arrives early at her parents' house, administers their medication, prepares meals, and takes them 
to hospital appointments. Essentially, the caregiving role is largely assigned to the woman, with 
the brother's contributions being less directly related to caregiving. While the text suggests that 
the roles are shared, it clearly indicates that the sister handles the bulk of the responsibility.

 “Ella took charge of the daily routines, arriving early each morning. She managed 
medication schedules, prepared nutritious meals, and coordinated doctor visits.”
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In contrast, the brother’s role is more recreational and supportive, rather than centered on 
caregiving. He adjusts his schedule to assist in the afternoons, focusing on household repairs 
and spending quality time with his parents. His involvement is described in ways that do not 
suggest personal sacrifice or a significant sharing of the workload.

 “Liam, working remotely, adjusted his schedule to help in the afternoons. He handled 
household repairs, organized appointments, and spent quality time with his parents, engaging 
them in activities they enjoyed. Whether it was gardening or playing board games, his visits 
brought laughter and joy.”

The language used to describe the siblings' roles is telling. The sister’s role is framed as a “warm, 
reassuring presence,” emphasizing nurturing qualities. Meanwhile, the brother’s involvement is 
depicted as bringing "laughter and joy," highlighting a more leisurely, emotionally rewarding 
aspect of his contribution. This distinction underscores the continued stereotype that caregiving 
is primarily a woman's responsibility, as the man is not portrayed as a central caregiver. The text 
perpetuates the idea that caregiving inherently belongs to women, even as it attempts to present 
a balanced division of labor.

 h)  Could you please describe the wife and husband's home care activities?

The story about a couple's daily routine begins with the woman preparing breakfast, specifically 
catering to the man's needs. This establishes the idea that the woman's primary focus is on 
fulfilling the man's requirements.

 "Laura starts by preparing a healthy breakfast, ensuring Tom's dietary needs are met."

As in other stories, the kitchen is once again associated with the woman. Following this, there is 
a brief mention of the woman attending to her own needs. However, the narrative emphasizes 
that the man contributes by tidying up the house, ensuring that everything is in order. Still, similar 
to previous stories, tasks outside the home are designated to the man, with him taking 
responsibility for grocery shopping. This reinforces the tendency to assign outdoor tasks to men.
The language throughout the story remains positive, with phrases like "relaxation," "comfortable," 
and "loving environment" emphasizing the pleasant atmosphere of the couple's time together. 
Nevertheless, the recurring pattern of assigning domestic chores to the woman and outdoor 
responsibilities to the man is notable in this narrative as well.

 i) Write a story about shopping habits? of wife and husband?

The story is once again depicted in a positive atmosphere, as reflected in expressions like 
"enjoyed," "cherished," and "smiled." Similar to the other eight stories, ChatGPT tends to frame 
its narratives in an upbeat tone. In this particular story, the focus is on the couple's excitement 
and happiness while grocery shopping and cooking together at home, further contributing to the 
overall sense of joy and contentment.
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 j)  Could you please write a story about the preparation of the vacation for the wife and 
husband?

The story depicts a couple preparing for a long-awaited vacation, presenting them as a 
partnership referred to as "they." However, it becomes clear that traditional gender roles are at 
play. The woman is responsible for packing and checking the suitcases, while the man takes on 
a more passive role, focusing on planning the places they will visit. This dynamic suggests that 
while domestic tasks remain in the woman's domain, decisions related to outdoor activities are 
handled by the man. Essentially, the man holds the decision-making power, symbolizing authority 
within the relationship. The woman, in contrast, follows the plans made by the man, taking on a 
more passive role.

 “Sophia tackled the packing, carefully folding clothes and adding sunscreen, while Alex 
researched local attractions and made a list of must-see spots.”

As with other stories, positive language permeates the narrative, with expressions like 
"relaxation," "excitement," and "joy," creating an upbeat and pleasant atmosphere.

Commonalities and Differences in Stories

When attempting to write stories independent of gender, it was found that ChatGPT consistently 
adopts a heterosexual perspective. In narratives involving family or couples, if no gender was 
specified, the model defaulted to imagining the family as consisting of a man and a woman. 
Similarly, the children were created as a boy and a girl, suggesting that ChatGPT's concept of an 
"ideal" family is a unit of four—composed of a man, a woman, a boy, and a girl.

Another recurring theme is the division of labor within the household. The kitchen is typically 
portrayed as the woman's domain, while responsibilities outside the home fall to the man. The 
woman is shown performing domestic tasks, caring for her family, and sacrificing her career 
when necessary. Conversely, the man is depicted as someone who handles work outside the 
home, maintains a job, and assists with household tasks when he has time.

Men are generally characterized as strong, authoritative, and emotionally stoic, while women are 
portrayed as more vulnerable—often crying, waiting for apologies, and being emotionally 
delicate. In the stories, the man's needs are prioritized, while the woman is depicted as the 
caretaker who ensures that all family members' needs are met.

Another observation is the use of third-person plural "they" to convey happiness and shared 
experiences within the family. However, when describing roles, the narrative shifts to third-person 
singular, emphasizing the gender-based division of labor. This distinction highlights the differing 
roles assigned to men and women.

A further point of interest is the portrayal of the man as the head of the household. In one story, 
the man is described as the person who decides where to sit in front of the television. In another, 
following a fight, the woman packs her belongings and leaves the home. This reinforces the 
notion that men are responsible for work outside the home, while women are the ones expected 
to leave the house in the event of conflict.
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Overall, the stories construct a narrative where power and authority within the household belong 
to the man. The man is depicted as decisive and in control, while the father is presented as the 
active, dominant figure in the home.

Conclusion

The relationship between society and language facilitates the parallel change and transformation 
of various social processes. The reflections of discourses on power relations, cultural elements, 
and social dynamics should be analyzed through the lens of language. Viewing artificial 
intelligence solely as a technological development risk overlooking the social scientific changes 
it may instigate. In this context, understanding how gender discourses are represented in artificial 
intelligence and how they mirror reality is crucial for comprehending social changes and their 
future implications. Thus, artificial intelligence emerges as a key subject not only within 
mathematics and engineering but also in communication and sociology.

This article adopts this perspective to emphasize how gender discourses are reproduced in 
artificial intelligence. This application, used by millions of people, has the potential to perpetuate 
existing inequalities by maintaining sexism in language. However, positive changes in 
ChatGPT’s language could have significant implications for broader societal dynamics. 
Therefore, it is necessary to discuss the potential of AI language models to take on an 
educational role in driving societal change by staying ahead of social structures. As the utilization 
of ChatGPT and similar AI technologies becomes more widespread, there is a notable potential 
for a decrease in the manifestation of sexist language phenomena. This presents an opportunity 
to develop a linguistic framework that is free from gender biases—something that traditional 
media often struggles to achieve. In traditional media, media professionals play a crucial role in 
shaping narratives and discourse; however, their influence can be limited by existing societal 
norms and biases. Conversely, the implementation of AI may offer a more stable foundation for 
promoting gender-neutral language. This raises an important inquiry regarding the capacity of 
artificial intelligence to autonomously generate gender-neutral language without ongoing human 
intervention. Future research should investigate the mechanisms through which AI can be trained 
to recognize and utilize gender-neutral language, exploring the potential for AI to contribute 
meaningfully to the reduction of gender inequalities in language use. This line of inquiry could 
lead to significant advancements in both AI development and the broader understanding of 
linguistic equality.

This article provides an intellectual framework for how artificial intelligence can foster a more 
critical perspective for the future. Based on qualitative findings, ChatGPT has the potential to 
amend the conclusions of this article through software updates or to implement forward-thinking 
measures. However, the primary aim is to highlight that changes in human language cannot 
authentically manifest in human-created artificial intelligence unless they reflect real-world 
dynamics. In the coming years, it will be essential to conduct new studies, leveraging advancing 
technological opportunities, on issues such as nationalism, racism, and sexism. Ultimately, the 
evaluation of expressions used in everyday language remains fundamentally important. In this 
regard, ChatGPT can offer significant support for education and training (Sicka, 2024; Whalen 
and Mouza, 2023; Adel et al., 2023).
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Alongside all of this, the bias of algorithms is also a topic that requires attention (Arısoy Gedik 
and Ceyhan, 2024). Particularly, the ability of artificial intelligence to generate content highlights 
the need for further research on the bias in AI and algorithms in future studies.

This study was prepared entirely in English. Questions were posed to ChatGPT in English, and 
analyses were conducted based on the English responses. This study could also be conducted 
in different languages with various cultural influences, potentially yielding different results. 
Indeed, ChatGPT has the capacity to write the same stories in dozens of languages. This 
situation necessitates similar studies to be conducted in different languages to maintain the 
integrity of the research.

The increasing integration of artificial intelligence in the coming years will prompt discussions on 
numerous issues through social scientific methodologies. At this juncture, the core issue of media 
literacy may require reevaluation, incorporating concepts such as “artificial intelligence literacy”.
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Could you please write a story 
about a family on Sunday?

Could you please write a story of 
sister and brother during family 
vacation?

Every Sunday, the Thompsons enjoy a day filled with 
family traditions. The morning starts with the smell of 
freshly baked pancakes wafting through the house. Dad 
flips pancakes in the kitchen, while Mom brews coffee 
and pours orange juice for the kids, Lucy and Ben. They 
all sit together at the breakfast table, laughing and 
chatting about the week ahead.

After breakfast, the family heads out for a nature walk in 
the nearby park. The children race along the trails, 
collecting leaves and pointing out birds, while the 
parents stroll hand in hand, savoring the peaceful 
moments.

In the afternoon, they return home to cook a big Sunday 
dinner together. Everyone has a role: Dad grills, Mom 
preps vegetables, and the kids set the table. After the 
meal, they gather in the living room for a movie, 
snuggled under blankets. Sunday ends with bedtime 
stories, wrapping up another perfect family day.

During their family vacation at the beach, Mia and Ethan 
found endless adventure in the sun and sand. Every 
morning, they woke up excited, pulling on swimsuits 
and rushing out to the shore with their parents. Mia, the 
older sister, led the way, showing Ethan how to build 
sandcastles. Together, they crafted elaborate 
fortresses, complete with moats and seashell 
decorations.

In the afternoons, they splashed in the waves, 
challenging each other to see who could jump the 
highest or ride the surf the longest. When the sun got 
too hot, they retreated to the shade of a beach umbrella, 
sharing a cold lemonade and planning their next game.

As the sun set, the family would gather around a 
bonfire, roasting marshmallows. Mia and Ethan would 
sit close, whispering about the day’s adventures and 
dreaming about the next. Every moment was filled with 
laughter, making this vacation one they’d always 
remember.

Reflections of ChatGPT on 
Gender Discourse: A Qualitative Analysis of Generated Stories

Anex 1
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Write a daily routine of a 
parents?

Write a story about watching tv 
habits of a man and a woman?

Every day for the Anderson parents begins at 6:00 AM. 
The alarm rings, and they quietly slip out of bed, careful 
not to wake the kids. Mom heads to the kitchen to start 
the coffee while Dad prepares breakfast—oatmeal, fruit, 
and toast. By 6:30, they’ve showered and dressed, 
ready for the day ahead.

At 7:00 AM, they wake the kids and help them get ready 
for school. After a quick family breakfast, Dad takes the 
kids to school while Mom finishes tidying up the kitchen.

Once the house is quiet, Mom and Dad each dive into 
their work, whether at home or the office. They 
reconvene in the evening, preparing dinner together as 
the kids finish their homework.

After dinner, they spend quality time with the 
kids—playing games, helping with projects, or watching 
a movie. By 10:00 PM, the house is quiet again as they 
unwind, ready to repeat the routine tomorrow.

John and Emily have a cherished evening routine 
centered around their TV habits. After a long day at 
work, they look forward to unwinding together. At 8:00 
PM, they settle into their favorite spots on the couch. 
John prefers the end closest to the coffee table, where 
he can easily reach his snacks, while Emily curls up with 
a blanket on the other end.Their TV time starts with a 
quick debate over what to watch. John is a fan of action 
movies and sports, while Emily loves drama and 
documentaries. After some playful negotiation, they 
often compromise by choosing a series they both enjoy. 
They’ve recently become engrossed in a new drama 
series, finding the storyline captivating.As they watch, 
John occasionally comments on plot twists, while Emily 
gets lost in the characters’ emotions. They share 
laughter, discuss the episodes, and savor each moment 
of their nightly ritual before heading to bed, refreshed for 
the next day.
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Could you please write a 
cheating story?

Could you please write a story of 
fighting couple?

Sarah and Tom had been together for five years, but 
lately, something felt off. Sarah noticed Tom’s growing 
distance and secretive behavior. One evening, as Tom 
was out late for what he claimed was a work event, 
Sarah decided to check his phone. She discovered 
texts and photos from someone named Lily, revealing 
an affair.

Heartbroken, Sarah confronted Tom when he came 
home. He was stunned and initially denied it, but the 
evidence was overwhelming. Tom admitted to the affair, 
expressing regret but also an unsettling indifference. 
Sarah, devastated, felt betrayed not just by Tom’s 
actions but by his lack of genuine remorse.

The next day, Sarah made the difficult decision to leave. 
She packed her things and moved out, understanding 
that rebuilding trust was no longer possible. As she 
drove away, she knew it was the start of a new chapter, 
one where she would focus on healing and self-respect.

Emily and Jake’s evening began in tension, their 
conversation quickly escalating into a heated argument. 
It started with a small misunderstanding about dinner 
plans but soon spiraled into a broader dispute over 
unspoken grievances. Emily’s voice rose with 
frustration, accusing Jake of neglecting their needs, 
while Jake’s retorts grew defensive, feeling unfairly 
blamed.

The argument filled the house, their words sharp and 
raw. Emily slammed a cabinet door, while Jake paced, 
trying to calm his racing thoughts. The once calm and 
loving space was now a battleground of hurt feelings 
and unmet expectations.

After an hour of intense shouting, exhaustion took over. 
Both sat in silence, the weight of their words sinking in. 
Jake finally broke the silence, apologizing for his part in 
the argument. Emily, wiping away tears, accepted the 
apology. They decided to talk things through later, 
hoping to repair the rift that had torn through their 
evening.
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Could you please write a story of 
a brother and sister's role caring 
for their elders?

Could you please describe the 
wife and husband's home care 
activities?

Ella and Liam faced a new chapter in their lives when 
their aging parents, Joan and Robert, needed more 
assistance. Both siblings agreed to share the 
responsibility, determined to ensure their parents 
received the best care possible.Ella took charge of the 
daily routines, arriving early each morning. She 
managed medication schedules, prepared nutritious 
meals, and coordinated doctor visits. Her warm, 
reassuring presence made the mornings easier for Joan 
and Robert.Liam, working remotely, adjusted his 
schedule to help in the afternoons. He handled 
household repairs, organized appointments, and spent 
quality time with his parents, engaging them in activities 
they enjoyed. Whether it was gardening or playing 
board games, his visits brought laughter and joy.In the 
evenings, Ella and Liam would debrief over dinner, 
discussing their parents' needs and planning for the 
next day. Their shared commitment ensured Joan and 
Robert felt supported and loved, strengthening the 
family’s bond through the challenges of caregiving.

In their cozy home, Laura and Tom have established a 
seamless routine to manage their daily care activities. 
Each morning, Laura starts by preparing a healthy 
breakfast, ensuring Tom’s dietary needs are met. After 
breakfast, she assists with any personal care tasks, 
such as bathing or dressing, and organizes medications 
for the day.

Tom, in turn, handles household chores like cleaning 
and laundry, ensuring everything is in order. He also 
takes on grocery shopping and meal planning, making 
sure they have everything they need.

In the afternoons, Laura and Tom work together on 
activities to keep their minds and bodies active, whether 
it’s gardening, doing puzzles, or light exercises. They 
also manage appointments and paperwork, balancing 
their responsibilities with moments of relaxation.

Their teamwork and mutual support create a 
comfortable and loving environment, allowing them to 
navigate their daily routines with grace and efficiency.



Reflections of ChatGPT on 
Gender Discourse: A Qualitative Analysis of Generated Stories

Write a story about shopping of 
wife and husband?

Could you please write a story 
about the preparation of the 
vacation for the wife and 
husband?

Linda and Mark spent their Saturday morning shopping 
together, a cherished ritual they both enjoyed. They 
started at their favorite farmer’s market, where Linda 
carefully selected fresh vegetables and fruits, while 
Mark eagerly sampled homemade cheeses and 
breads.As they strolled through the stalls, Mark shared 
his excitement over a new recipe he wanted to try, and 
Linda smiled, imagining their dinner plans. They picked 
out vibrant vegetables and fragrant herbs, filling their 
basket with the week’s essentials.Next, they headed to 
the local grocery store for other items on their list. Linda 
navigated the aisles, checking off items, while Mark 
pushed the cart, chatting about their upcoming 
weekend plans.At the checkout, they laughed over their 
spontaneous purchases—Mark’s favorite chocolate and 
Linda’s new cookbook. With their bags loaded and 
hearts full, they returned home, excited to cook together 
and enjoy the fruits of their shopping adventure.

Sophia and Alex were buzzing with excitement as they 
prepared for their long-awaited vacation. On a sunny 
Saturday morning, they spread out a checklist on the 
dining table, discussing every detail of their trip.
Sophia tackled the packing, carefully folding clothes 
and adding sunscreen, while Alex researched local 
attractions and made a list of must-see spots. They 
packed their suitcases with essentials, making sure to 
include comfortable shoes for exploring and a camera 
to capture memories.
As they packed, they reminisced about their past travels 
and dreamed about the new experiences ahead. 
Sophia double-checked their travel documents, 
ensuring passports and tickets were ready, while Alex 
organized their itinerary, balancing relaxation with 
adventure.
By the afternoon, their bags were packed, their plans 
were set, and the excitement was palpable. As they 
closed the suitcase and looked at each other with 
anticipation, they knew their vacation would be filled 
with joy and new discoveries.
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Empowering Change: Unveiling the Synergy of 
Feminist Perspectives and AI Tools in addressing Domestic Violence

Abstract: Gender-based violence remains a widespread issue in our societies. Women who are 
victims-survivors often encounter significant barriers when seeking support services, and 
frontline responders frequently lack the necessary skills and capacities to provide an adequate 
response. In this context, artificial intelligence (AI), particularly through the use and development 
of chatbots, has emerged as a potential solution to enhance and simplify access to these 
services for women. This is where the European project IMPROVE (Improving Access to 
Services for Victims of Domestic Violence by Accelerating Change in Frontline Responder 
Organisations) comes into play. Using a qualitative methodology, this study captures the voices 
of victim-survivors, exploring their views on the use of AI tools in the context of domestic violence, 
while also comparing these perspectives with the general societal perception of chatbots as 
reflected in media coverage.

Keywords: Gender-based Violence (GBV), Artificial Intelligence (IA), Chatbots, AinoAid, 
IMPROVE European project, Feminist perspective

Introduction

In recent years, there has been a growing recognition of the role that Artificial Intelligence (AI) 
and digital technologies can play in addressing gender-based violence (GBV), particularly in the 
domain of domestic violence (Rodriguez et al., 2021; Kouzani, 2023). The intersection between 
AI tools and feminist perspectives offers a unique opportunity to both enhance the detection and 
prevention of domestic violence, as well as to critically assess the potential risks these 
technologies pose. Since the advent of AI in the mid-20th century, its exponential development 
and growing role in contemporary society have prompted thorough analyses of its attributes, 
ethical implications, and potential impact on human rights. One of the most critical aspects of AI, 
particularly relevant to fundamental rights and vulnerable groups, is the presence of biases. 
These biases can either perpetuate and exacerbate existing inequalities or introduce new forms 
of bias based on the discipline’s construction and data processing methods. Feminist critiques of 
AI have underscored the need to address biases in algorithmic systems and to develop tools that 
are sensitive to the lived experiences of marginalized groups, particularly women (Eckstein & 
Danbury, 2020; PenzeyMoog & Slakoff, 2021). This paper explores the potential for AI-based 
tools, particularly chatbots, to support women experiencing domestic violence while integrating 
critical feminist insights to minimize the risks of exacerbating existing power dynamics.

The significance of this study lies in its focus on the practical and ethical applications of AI in the 
context of domestic violence. As the IMPROVE project (Improving Access to Services for Victims 
of Domestic Violence by Accelerating Change in Frontline Responder Organisations) 
demonstrates, there is a pressing need to create digital tools that offer tangible support to victims 
while avoiding the reinforcement of harmful societal norms (Novitzky et al., 2023). AI 
technologies, including chatbots and predictive algorithms, have been increasingly integrated 
into systems aimed at detecting and preventing domestic violence, yet their application has often 
lacked a critical gender lens (Ledesma, 2022). This gap underscores the necessity of aligning 
technological innovations with feminist frameworks to ensure that they do not inadvertently 
contribute to the reinforcement of patriarchal structures (Al-Alosi, 2020).
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While there are several studies that explore the role of AI in addressing violence against women, 
the literature often approaches the issue from either a security or public health perspective, with 
minimal focus on feminist epistemologies (Nowitzki et al., 2023). This paper aims to address this 
gap by critically examining the use of AI tools, specifically chatbots, within a feminist framework. 
We focus on how these tools can be refined to better meet the needs of women, particularly in 
terms of prevention, detection, and support. Drawing on the literature, this study emphasizes the 
importance of addressing biases in AI systems and ensuring that they are designed to empower 
rather than disempower women.

The use of conversational agents or chatbots to support gender-based violence victims 
and front-line workers

Rodriguez et al. (2021) explicitly identify AI as a key tool in addressing GBV, classifying its 
contributions into four categories: offline detection, education, security, and online detection. 
Notably, more than half of the studies reviewed by Rodriguez et al. (50.7%) focus on the online 
detection of violent content, reflecting the importance of AI in monitoring harmful behaviors, such 
as misogyny, sexism, grooming, and peer violence. This approach aligns with the concept of 
"symbolic violence," as analyzed by Ledesma (2022), who argues that AI, through its inherent 
biases, can reinforce existing structural inequalities. Symbolic violence refers to a structural 
situation in which unequal power relationships are maintained through explicit or implicit cultural 
norms, which, in turn, consolidate the status quo (Ledesma, 2022). Ledesma further asserts that 
AI systems contribute to the perpetuation of this violence by embedding biases that 
disproportionately affect marginalized groups, particularly women and girls.

Belen Saglam et al.’s (2021) work provides a valuable foundation for designing chatbots to 
support domestic violence victims, emphasizing empathy, security, privacy, and the provision of 
practical information and emotional support. These tools can significantly reduce barriers to 
accessing support services and encourage victims to report abuse, provided they are carefully 
designed to meet victims’ specific needs and ensure their safety.

Designing such tools requires prioritizing safety from the outset. Careful planning of 
conversational flows is essential to ensure that interactions are sensitive and appropriate. 
Advising individuals experiencing abuse on how to seek safety is a critical responsibility, 
requiring detailed attention and collaboration from multidisciplinary actors, including the victims 
themselves.
Another significant challenge is the “humanization” of these tools. Alan Turing’s famous test 
evaluated whether a machine could “pass” as human, but this test is more complex than it 
appears. Passing as human involves considerations of race, gender, and social class. Chatbots 
are judged not only on their ability to use natural language patterns but also on factors such as 
friendliness and empathy, which are influenced by racial and gendered expectations. Users 
project racial and gender identities onto these conversational agents through visual, textual, and 
auditory cues. Therefore, as Hussain and Spencer (2024) argue, limiting the use of chatbots 
without human follow-up is problematic, as user assumptions about the chatbot’s identity affect 
their communication and responses. Thus, the question of AI and chatbots is not just about 
replicating human intelligence but also about understanding the racial and gender dynamics 
inherent in these technologies.
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As Sasha Constanza-Chock (2018) points out, design principles that adopt a universalist 
approach often exclude certain groups, particularly those facing intersectional disadvantages 
under systems like capitalism, white supremacy, heteropatriarchy, and settler colonialism. When 
technologists address inequality in design (which is rare in most professional design processes), 
they typically do so through a single-axis framework (Constanza-Chock, 2018:7). As a result, 
contemporary design processes are structured in ways that fail to account for or remediate the 
unequal distribution of benefits and burdens. This aligns with Kimberlé Crenshaw’s argument 
that feminist or anti-racist theory and policy that do not adopt an intersectional understanding of 
gender and race cannot adequately address the experiences of Black women and other people 
facing multiple forms of oppression (Crenshaw, 1989). This principle should also apply to the 
“design demands” for AI systems, including technical standards, training data, benchmarks, and 
bias audits.
Given these limitations, it is necessary to incorporate feminist perspectives into the design and 
application of AI tools. Feminist AI (FAI) shows how “feminism” and “AI” have multiple meanings. 
As Sophie Toupin rightly notes, despite the singular term, FAI encompasses diverse 
contemporary manifestations of feminism, including intersectional, Black, decolonial, and liberal 
feminist approaches. Haraway’s concept of situated knowledge was groundbreaking in 
highlighting that knowledge production is embedded in social relations and that perspectives 
from marginalized positions offer the most objective accounts of the social world. Drawing on 
these ideas, computer scientist Alison Adam began to critique AI from a feminist perspective, 
exposing its conservative foundations and raising questions about how AI is used, what 
knowledge it represents, and what kinds of knowledge are utilized in these systems.

The following section reviews several AI-driven chatbots that have been designed to address 
GBV, highlighting their strengths, limitations, and the feminist critiques that shape their 
implementation. 
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Table 1: Taxonomy of GBV chatbots

MAIN FUNCTION ADVANTAGES LIMITATIONSCHATBOT

Sophia1 Assist women victims of
domestic violence

Uses AI to provide support 
and also to securely store 
any evidence of abuse 
submitted by victims.

Designed for 
domestic violence 
victims and may 
struggle to provide 
tailored legal advice 
across different 
jurisdictions due to its 
international scope.

Hello Cass 2 Provide information and 
support on GBV via SMS.

Simplicity and accessibility 
with minimal technological 
requirements.

Reliance on SMS 
technology; limited in 
areas with poor 
network coverage. 

MySis3
Emotional support and 
practical guidance for legal 
procedures.

Detailed support on 
emergency services, legal 
guidance, and protection.

Automated 
responses limit 
personalization; 
focused only on 
Thailand.

Law-U
Legal guidance for survivors 
of sexual violence in 
Thailand.

Accuracy based on Thai 
Supreme Court cases; 
LINE platform integration.

Lack of human 
interaction; reliance 
ONLINE limits 
accessibility.

Violetta4

Preventive and 
psychoeducational support 
for Spanish-speaking 
women.

Personalized responses 
supported by psychologists 
detects high-risk words.

Reliance on 
technology; lack of 
human intervention in 
critical cases.
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Themis5 Free legal advice with a 
gender perspective.

Handles multiple requests; 
psychological support; 
generates policy data.

Exclusive to 
Facebook; 
inaccessible without 
internet or social 
media.

Sara6
Assistance in six Caribbean 
countries for women and 
adolescents.

Adapts responses to 
cultural and linguistic 
contexts.

Limited by 
technology access 
and understanding of 
complex interactions.

rAInbow
Inform victims about abuse 
signs through stories and 
quizzes in South Africa.

Real-time data training; 
considers LGBTQ+ needs.

Geographically 
limited focus; does 
not address all victim 
diversity.

Agile Improves Access to 
Information and Services

Immediate, anonymous, 
and confidential access; 
aimed at adolescents, 
young women, and sexual 
and gender minorities; 
Reduces traditional barriers 
to care; Utilizes a 
user-centered approach; 
Chatbot availability (24/7)

Effectiveness depends 
on access to 
technology; Excludes 
individuals with limited 
resources; May not 
capture the nuances 
and complexities of 
each situation; Lack of 
direct human 
interaction; Privacy 
and security concerns 
over collected data

NajatBot Guidance for Women and 
Girls Victims of Violence

Accessible for free through 
Messenger on Facebook; 
Developed in the Moroccan 
dialect; Includes a 
persistent menu and quick 
responses 

Use of predefined 
sentences; Initial 
development phase; 
Lack of direct human 
interaction; Costly 
and labor-intensive 
maintenance
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AinoAid7

Assistance and Support to 
Victims of Gender Violence; 
Offers Information on 
Available Services

Immediate and anonymous 
access to useful 
information and support 
services
Advanced technology in AI, 
Machine Learning, and 
Natural Language 
Processing

Need to interact with 
human professionals 
for more detailed and 
personalized 
follow-up
Privacy and security 
concerns over 
collected data
Costly and 
labor-intensive 
maintenance

1Sophia a Chatbot Tool to Empower Victims of Domestic Violence, Jun. 2020, [online] Available: 
https://www.kona-club.com/sophia.
2https://hellocass.com.au/
3https://changefusion.org/initiatives/11kdhvc0ebab7mgr9d85rviwj9axan
4https://holasoyvioletta.com/
5https://www.facebook.com/pg/AbogadasVioletas/posts/?ref=page_internal
6https://infosegura.org/en/news/sara-new-artificial-intelligence-tool-tackle-gender-violence-central-america
7https://ainoaid.fi/
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The European IMPROVE project and the development of the chatbot AinoAid™: 
Innovating Support for Victims of Domestic Violence

IMPROVE, funded under Horizon Europe, is grounded in evidence showing that many survivors 
of GBV are unaware of their rights and available services, leading to low reporting rates and 
limited help-seeking behavior. Studies, such as Simmons et al. (2011), highlight that most women 
in abusive relationships do not engage with formal support systems like shelters or hotlines. 
Additionally, marginalized groups, such as those in remote areas or stigmatized communities, 
are less studied due to challenges in identifying and accessing them. Frontline responder 
organizations also struggle to detect diverse victims and coordinate between agencies, despite 
the availability of training and guidelines. Vulnerable populations, including refugees, the elderly, 
minorities, and people with disabilities, are often under-detected and underserved, lacking equal 
access to services and justice. The project aims to empower these victims by raising awareness 
of their rights and available resources.

In this sense, the AinoAid™ chatbot aims to enhance access to services for victims of domestic 
violence by addressing both the needs of survivors and the challenges faced by frontline 
responders. IMPROVE's overarching goals include increasing reporting of domestic violence 
cases, improving service accessibility for underserved victims, accelerating policy 
implementation, and fostering inter-agency cooperation through targeted training. The project 
focuses on marginalized groups, such as refugees, the elderly, and individuals with disabilities, 
ensuring that all victims have equal access to justice and services.

AinoAid™ specifically uses conversational AI to help survivors navigate available services by 
offering assessments, guidance, and emotional support. The chatbot addresses barriers to 
reporting, such as anonymity concerns and fears of judgment. Drawing on prior technological 
innovations, such as Rainbow and Hello Cass, AinoAid™ directs victims to nearby service 
providers and community justice initiatives. The chatbot incorporates a validated risk assessment 
questionnaire and offers tools for victims to document experiences securely.

The design of AinoAid™ is centered on user experiences, with conversations based on 
real-world interactions and professional expertise in gender-based violence (GBV). It is 
continuously updated through user interaction and collaboration with local organizations, 
ensuring its relevance and accuracy. The chatbot is designed to provide empathetic, reliable 
support while maintaining user privacy and data security.

However, the project also faces challenges. Ensuring data accuracy, avoiding biases in input 
data, and protecting user privacy are critical concerns. Additionally, steps are taken to prevent 
potential misuse of the chatbot by perpetrators pretending to be victims. AinoAid™ aims to 
mitigate these risks through robust data security measures, careful supervision of AI training, and 
a phased rollout with extensive testing to ensure effective functionality. The chatbot operates 
anonymously, without requiring user registration, enhancing its accessibility and safety. 
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Methodology

This paper adopts a qualitative methodology. In addition to a review of the existing literature on 
the development of chatbots for the prevention of GBV from a critical perspective, this work 
seeks to contrast the official discourse on the potential of these technological tools for the 
prevention and support of past victims of GBV with the victims' real perception of their 
usefulness. 

Narrative interviews 

Within the framework of the IMPROVE project, narrative interviews to survivors of GBV were 
conducted in five different countries: Austria, Finland, France, Germany, and Spain. However, for 
the purpose of this study, only the Spanish interviews have been taken into consideration. 
The research followed a multi-stage process. Initially, a detailed mapping of associations and 
organisations supporting GBV survivors was conducted. Purposeful sampling was used to select 
participants, with priority given to organisations with whom the researchers had established 
relationships, particularly those working with vulnerable groups. The participant selection and 
interview organisation process was led by the psychologists or the social workers of the services 
to acknowledge their knowledge of the cases and build the participant’s confidence.
Secondly, an interview script was elaborated based on a previous literature review that helped to 
identify the relevant dimensions and aspects that the interview should address. In total, 30 
interviews involving women from various backgrounds, including elderly and migrant/refugee 
participants were developed in the Basque Country, Cantabria, Castile and Leon, and Madrid. Of 
these, 15 were conducted one-on-one (interviewer and interviewee), 2 involved the presence of 
a shelter social worker (one guided by two researchers, one of whom had extensive knowledge 
of the interviewee’s culture of origin), and 4 were held in a group setting with 2 to 4 participants 
and 2 researchers. This information is collected in Appendix 1. 
In the final phase, in-depth interviews adhered to WHO (2001) guidelines to ensure participant 
anonymity and safety. These safeguards included providing safe spaces, using intermediaries 
when necessary, and ensuring strict data protection. The research followed ethical standards on 
Gender, Ethical, Legal, and Societal aspects (GELSA) as required by the European Commission 
and approved by the University of Deusto’s Ethical Committee.

News search

Secondly, in order to analyze the general social perception of chatbots and specifically of 
AinoAid, a news search was carried out in different media.
At first, we considered conducting a general search across various written media to analyze the 
general perception of chatbots and their use in the field of GBV. However, initial experiments 
showed a lack of specific news related to this issue, so authors decided to limit the analysis to 
press articles focused on the chatbot developed in IMPROVE: AinoAid. A total of 40 articles in 
Spanish and 2 in Finnish covering the launch of AinoAid were identified. Due to language 
limitations, only the articles published in Spanish were included in the analysis. These 40 articles 
(see Table 2) 
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Methodology

This paper adopts a qualitative methodology. In addition to a review of the existing literature on 
the development of chatbots for the prevention of GBV from a critical perspective, this work 
seeks to contrast the official discourse on the potential of these technological tools for the 
prevention and support of past victims of GBV with the victims' real perception of their 
usefulness. 

Narrative interviews 

Within the framework of the IMPROVE project, narrative interviews to survivors of GBV were 
conducted in five different countries: Austria, Finland, France, Germany, and Spain. However, for 
the purpose of this study, only the Spanish interviews have been taken into consideration. 
The research followed a multi-stage process. Initially, a detailed mapping of associations and 
organisations supporting GBV survivors was conducted. Purposeful sampling was used to select 
participants, with priority given to organisations with whom the researchers had established 
relationships, particularly those working with vulnerable groups. The participant selection and 
interview organisation process was led by the psychologists or the social workers of the services 
to acknowledge their knowledge of the cases and build the participant’s confidence.
Secondly, an interview script was elaborated based on a previous literature review that helped to 
identify the relevant dimensions and aspects that the interview should address. In total, 30 
interviews involving women from various backgrounds, including elderly and migrant/refugee 
participants were developed in the Basque Country, Cantabria, Castile and Leon, and Madrid. Of 
these, 15 were conducted one-on-one (interviewer and interviewee), 2 involved the presence of 
a shelter social worker (one guided by two researchers, one of whom had extensive knowledge 
of the interviewee’s culture of origin), and 4 were held in a group setting with 2 to 4 participants 
and 2 researchers. This information is collected in Appendix 1. 
In the final phase, in-depth interviews adhered to WHO (2001) guidelines to ensure participant 
anonymity and safety. These safeguards included providing safe spaces, using intermediaries 
when necessary, and ensuring strict data protection. The research followed ethical standards on 
Gender, Ethical, Legal, and Societal aspects (GELSA) as required by the European Commission 
and approved by the University of Deusto’s Ethical Committee.

News search

Secondly, in order to analyze the general social perception of chatbots and specifically of 
AinoAid, a news search was carried out in different media.
At first, we considered conducting a general search across various written media to analyze the 
general perception of chatbots and their use in the field of GBV. However, initial experiments 
showed a lack of specific news related to this issue, so authors decided to limit the analysis to 
press articles focused on the chatbot developed in IMPROVE: AinoAid. A total of 40 articles in 
Spanish and 2 in Finnish covering the launch of AinoAid were identified. Due to language 
limitations, only the articles published in Spanish were included in the analysis. These 40 articles 
(see Table 2) 
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were analyzed to identify: (1) Interviewed/involved agents; (2) Evaluation of the chatbot; and, (3) 
Highlighted limitations (if any).

The objective of this dual approach is primarily to contrast public perception with that of the 
victims themselves, to determine the real usefulness of these tools from the situated experience 
of the main users of the tool: women victims of GBV. This approach aligns with the situated 
knowledge of feminist epistemologies (Cabrera et al., 2020). As these authors note, as early as 
the 1970s and 1980s, the need for an alternative sociology to the androcentric approach was 
identified (Smith, 1979, 1987), developing a method from the perspective of women, pointing out 
the “bifurcated consciousness” between abstract sociological analysis and women’s everyday 
life. Smith’s (1979) proposal was consolidated with Nancy Hartsock’s (1983) formulation of 
Feminist Standpoint Theory (FST), based on Marxist epistemology. This theory advocates for the 
need for critical awareness of the relationship between knowledge production and power, 
proposing that feminist research begin from ‘the lives of women’ (Del Moral Espín, 2012). 
According to Kristen Intemann (2010), FST is based on two main arguments: situated knowledge 
and epistemological privilege. For this reason, analyzing the usefulness of these types of tools 
from the experience of women is not only convenient but necessary.

Moreover, the relevance of feminist approaches is justified by the importance of the role played 
by new technologies in the so-called ‘Fourth Wave of Feminism.’ The Fourth Wave, emerging in 
the early 21st century, is characterized by the use of the internet and social media to spread 
feminist messages, revitalizing the movement (Looft, 2017; Chamberlain, 2017). Key elements 
include technological mobilization, intersectionality, empowerment, social activism, and the 
denunciation of sexual violence (Cochrane, 2013; Looft, 2017; Parry et al., 2018; Shiva et al., 
2019). However, it also faces the risk of trivialization through feminist marketing and celebrity 
involvement (Looft, 2017). This wave embodies the tension between growing dissent and 
significant social and political impact (Kaba et al., 2014).

Results

This section of the paper presents some of the results obtained, linking the study’s main objective 
with the methodology employed and highlighting the key findings from the narratives and the 
news search.
Attitudes of Interviewees in regard to an AI Chatbot providing help to Victims of DV
Positive thoughts
A large proportion of the interviewees expressed a positive attitude towards using a chatbot as a 
first place to find information and guidance when experiencing gender-based violence. Most 
interviewees saw it as a positive option, which they would use if it was anonymous. This issue 
was regularly emphasized. However, the widespread lack of experiences with chatbots led them, 
on many occasions, to prefer a human being to answer their questions and concerns.  In any 
case, most interviewees believe it is a positive tool they may use if anonymous, this issue is 
emphasized.
Advantages of the chatbot were seen in its availability for use at anytime and anywhere. Also, the 
instantaneous availability of answers, and the fact that a machine would not express moral 
judgements. 
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 "A virtual assistant seems to me to give you the anonymity of being able to contact from 
the living room of your home, and without embarrassment of having your face seen”.

It is important that the AI is able to recognize that what is happening is not normal or right. 
Interviewees considered the chatbot as an initial aid for asking for help, and where help is 
available, especially for those who do not have social support. They consider that after this first 
information the chatbot must lead you to a human agent.

Some find it accessible and useful mostly for the youngest, particularly good for the ones who 
seem to find calling more difficult than chatting. Regarding the question of texting with or talking 
to the chatbot, there is wide agreement that talking could be more useful than writing ("when I 
was feeling so bad, I couldn't write”) but this would largely depend on the context. When under 
emotional stress, it seems to be easier for some women to speak than to chat. Nonetheless, most 
interviewees would prefer to write rather than speak, as it is perceived to be more discreet – no 
one can listen and it can be used at public places, e.g., in the subway. Also written information 
could easily be translated on the phone.

As to the voice of the chatbot, while some interviewees had no preference for the chatbot's voice, 
whether masculine or feminine, others preferred a female voice. It ought to be soft, calm, gentle, 
friendly, empathetic, and have a neutral accent or be spoken with the accent of the victim's 
nationality. 

Concerns

Despite the mentioned advantages, the majority identifies a chatbot on GBV as cold, with a lack 
of closeness. They consider that reading or listening to automatic information does not help as a 
human person could with a personalized response on this matter. For this reason, they stress the 
importance of having human agents to whom they can refer after a first AI response.

The topic of lacking trust in the technology and its safety has been repeatedly mentioned by 
interview partners. A few interviewees would not use the chatbot, due to doubts about whom they 
would be talking to and who could read or listen to what they express. Some migrant interviewees 
mentioned the fear of the police being able to listen to the conversation. They would be afraid of 
sharing personal data.

Interviewees raised doubts whether the chatbot would be anonymous which is related to the high 
threshold to write anything. There might be a risk that confidential conversations are transcribed, 
when chatting on the computer and cell phone. Thus, the chatbot should not be implemented on 
WhatsApp as most women are afraid of someone taking control over their cell phones. In 
general, the fear of being found out in their search for information on help is terrifying DV 
victim-survivors as they have to think of every detail that could put them into danger.
Further important critical points mentioned were the chatbot usability for persons who do not 
speak the chatbot’s language well and for persons who are exposed to extreme control by their 
(ex-)partner.
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Interviewees experiences with chatbots

Almost all interviewees currently use the internet. However, there are examples of older people 
who said they do not use the internet or do not use computers due to physical impairments. Most 
of the interviewees have used any other chatbots. The few that have used chatbots rate 
automated and non-personalized responses negatively. 
 "I don't like talking to machines."
In any case, the interviewees expressed their enthusiasm at being able to use a chatbot on DV 
matters confidentially and safely. They said they were ready to take part in testing its 
implementation.
Interviewees expectations and wishes in regard to a chatbot
The interviewees emphasized that AI should be geared toward personalization and empathy in 
response. The chatbot’s communication should be calm and collected, and helpful. When 
contacting the service, the DV victim-survivors often feels ashamed of her own situation. It would 
be nice to have the chatbot say something like, "I believe you. Don't worry, I believe you and we 
will do something about it.”
 "That chat that gives you a personalization, gives you an importance." 
 "Not showing that it's a robot, because a gender-based violence victim expects a human 
response that understands their feelings."
The chatbot would be particularly useful if it solved doubts, helped identifying victims, especially 
those about which there is less awareness (psychological and vicarious violence), assessed on 
procedures and offered specific information about the violence itself, available services and aid. 
Information that can be read, information what is e.g., stalking or sexual violence was considered 
as helpful by the interviewees. The chatbot could offer self-identification tests, knowledge (books, 
evidence-based information about GVB) and audio-visual resources (videos, series, films) that 
can help raise awareness about the situation of violence experienced. The chatbot could also 
offer the possibility of listening to the testimony of other women survivors of every type of 
violence. The chatbot could be used to advise on what to do at any given moment, with an 
immediate response. Hence, it should be able to evaluate a person’s situation and give guidance 
about different forms of DV and local services in the area where one lives. It is important to 
recognize the right risks, to recognize the situation and, when it is necessary, to refer the person 
to the help offered by the real person.
It would need to be anonymous though having the option to speak to someone by camera if 
wanted and use sentences that encourage the person. It would be useful if it could be used by 
another person who can transmit the information to the victim. Anonymity could also work for 
neighbors or the social network to report violence.
The chatbot should leave no trace and camouflage itself well on the mobile phone (it should look 
like a gaming app, requiring facial or fingerprint recognition to open it).
The chatbot should start with an open question, avoiding the concept of “violence” at the 
beginning, and gradually go deeper into the situation, with questions that engage and keep them 
engaged.
 "Questions that get you into a circle in which, at the end, you realize that something 
strange is going on. Of course, the typical, ‘hello, how are you, if you have suffered violence, how 
can it help you?’ That’s not going to help you at all”.
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According to the interviewees, the first contact with a chatbot should begin with an explanation of 
the nature and different types of violence. It might be very difficult for victim-survivors to put into 
words what they are experiencing with a violent partner. But this would be an essential step, and 
the presentation of a digital violence monitor or risk assessment that victims could fill in seemed 
a good way to start.

Chatbot interface should be clear, concise, and simple, without much color, visually pleasing, 
without too many buttons and screens.

Once the chatbot is up and running, it should be widely disseminated and advertised wherever 
people go like kindergartens, schools, health stations, and workplaces etc., but especially in 
feminized spaces. It should be advertised in a reliable place like on (DV) victim organizations’ 
websites as well as on different channels of social media like Facebook, Instagram, SnapChat, 
Tik-Tok, and Jodel. It would be important to reach young people too. It is important to provide 
easy access to the chatbot via advertising. It is suggested to advertise via homepages of 
organizations as intensely as via posters and other types of non-digital messages. In addition, it 
should also be promoted in newspapers/journals and via stickers that stick everywhere (at bus 
stations, at train stations) so that potential users are informed that such options exist. The chatbot 
should be advertised “maybe in the waiting room and in ladies’ toilets or even men's toilets”. Also, 
schools (including language schools for migrants) could be utilized for promoting the chatbot. 
Access to these kinds of tools would be more effective if they were available in bars and other 
public places where people feel more protected than in the privacy of their own homes.

Analysis of Newspaper Articles

In analyzing the newspaper articles, a feminist epistemological approach was employed, 
focusing on the inclusion (or lack thereof) of female victims in the media's portrayal of chatbots 
for preventing gender-based violence. This analysis distinguishes between two dimensions: the 
role of women as "subjects" within the news, actively shaping the discourse, and as "objects," 
where their perspectives are largely overlooked or subordinated.

As abovementioned, 40 news articles were identified: 
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Table 2: Media Coverage of AinoAid

https://www.google.com/url?q=https://www.abc.es/espana/comunidad-valenciana/policia-local-valencia-utilizara-robot-combatir-violencia-20220904165407-nt.html%23amp_tf%3DDe%2520%25251%2524s%26aoh%3D16623178642093%26referrer%3Dhttps%253A%252F%252Fwww.google.com%26ampshare%3Dhttps%253A%252F%252Fwww.abc.es%252Fespana%252Fcomunidad-valenciana%252Fpolicia-local-valencia-utilizara-robot-combatir-violencia-20220904165407-nt.html&sa=D&source=editors&ust=1734617305688051&usg=AOvVaw2-I41v4Ol6R4jKjp58-evI
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https://www.google.com/url?q=https://www.abc.es/espana/comunidad-valenciana/policia-local-valencia-utilizara-robot-combatir-violencia-20220904165407-nt.html%23amp_tf%3DDe%2520%25251%2524s%26aoh%3D16623178642093%26referrer%3Dhttps%253A%252F%252Fwww.google.com%26ampshare%3Dhttps%253A%252F%252Fwww.abc.es%252Fespana%252Fcomunidad-valenciana%252Fpolicia-local-valencia-utilizara-robot-combatir-violencia-20220904165407-nt.html&sa=D&source=editors&ust=1734617305691235&usg=AOvVaw269Rzl2-eeE53y_5Ne6hG2
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 j)  Could you please write a story about the preparation of the vacation for the wife and 
husband?

The story depicts a couple preparing for a long-awaited vacation, presenting them as a 
partnership referred to as "they." However, it becomes clear that traditional gender roles are at 
play. The woman is responsible for packing and checking the suitcases, while the man takes on 
a more passive role, focusing on planning the places they will visit. This dynamic suggests that 
while domestic tasks remain in the woman's domain, decisions related to outdoor activities are 
handled by the man. Essentially, the man holds the decision-making power, symbolizing authority 
within the relationship. The woman, in contrast, follows the plans made by the man, taking on a 
more passive role.

 “Sophia tackled the packing, carefully folding clothes and adding sunscreen, while Alex 
researched local attractions and made a list of must-see spots.”

As with other stories, positive language permeates the narrative, with expressions like 
"relaxation," "excitement," and "joy," creating an upbeat and pleasant atmosphere.

Commonalities and Differences in Stories

When attempting to write stories independent of gender, it was found that ChatGPT consistently 
adopts a heterosexual perspective. In narratives involving family or couples, if no gender was 
specified, the model defaulted to imagining the family as consisting of a man and a woman. 
Similarly, the children were created as a boy and a girl, suggesting that ChatGPT's concept of an 
"ideal" family is a unit of four—composed of a man, a woman, a boy, and a girl.

Another recurring theme is the division of labor within the household. The kitchen is typically 
portrayed as the woman's domain, while responsibilities outside the home fall to the man. The 
woman is shown performing domestic tasks, caring for her family, and sacrificing her career 
when necessary. Conversely, the man is depicted as someone who handles work outside the 
home, maintains a job, and assists with household tasks when he has time.

Men are generally characterized as strong, authoritative, and emotionally stoic, while women are 
portrayed as more vulnerable—often crying, waiting for apologies, and being emotionally 
delicate. In the stories, the man's needs are prioritized, while the woman is depicted as the 
caretaker who ensures that all family members' needs are met.

Another observation is the use of third-person plural "they" to convey happiness and shared 
experiences within the family. However, when describing roles, the narrative shifts to third-person 
singular, emphasizing the gender-based division of labor. This distinction highlights the differing 
roles assigned to men and women.

A further point of interest is the portrayal of the man as the head of the household. In one story, 
the man is described as the person who decides where to sit in front of the television. In another, 
following a fight, the woman packs her belongings and leaves the home. This reinforces the 
notion that men are responsible for work outside the home, while women are the ones expected 
to leave the house in the event of conflict.

Empowering Change: Unveiling the Synergy of 
Feminist Perspectives and AI Tools in addressing Domestic Violence

 • Gender Violence Victims as “Subjects” of the News

A consistent theme across the analyzed articles is the notable absence of women's voices, 
particularly the voices of the primary users of tools like AinoAid: victims of gender violence. 
None of the articles provide individual testimonies or opinions from women about the IMPROVE 
project or the chatbot itself. This omission suggests a lack of engagement with the very people 
these technologies are designed to help. The feminist standpoint theory emphasizes the need to 
center the perspectives and experiences of marginalized groups—here, women victims of 
violence—to generate situated knowledge (Cabrera et al., 2020). Unfortunately, the articles fail 
to meet this standard, omitting both individual and collective perspectives from victims and 
advocates.

Instead, the articles focus heavily on the contributions of law enforcement, especially the Policía 
Local de Valencia, which is highlighted across all articles. This emphasis reflects a pattern in 
which public authorities, particularly law enforcement, are the primary “subjects” of the news. 
Their role is highlighted both in terms of specific individuals (invidual police officers involved in 
the project), and collectively as a force integral to the project’s implementation. Additionally, 
municipal agents supporting the local police’s participation are also mentioned in all articles, 
although their day-to-day involvement in the project remains unclear.

In contrast, the articles provide minimal coverage of other stakeholders, such as the technology 
companies responsible for developing the chatbot. This further skew the narrative towards a 
technocratic approach that prioritizes institutional and technological actors over the experiences 
of women, the intended beneficiaries. For example, only 1 article discusses the contributions of 
WeEncourage, the company responsible for developing AinoAid.

However, none of the articles include testimony from any direct victim who might be a potential 
user of the chatbot, nor from any victim support organizations, some of which are participants in 
the project. This is despite the fact that some of the news reports include the opinion of other 
officers highlighting the importance of ‘listening to women’ and maximizing the reach of care:
 
 ‘The first thing I thought of when I heard about the chatbot was all the women we can't 
reach and who don't dare to tell a police officer in a police station what is happening to them. The 
chatbot can guide them to take those first steps’,
                    (El País, 2024)
 • Gender violence victims as “objects” in the news.

All the articles analyzed address the problem of gender-based violence as a security problem, 
focusing their arguments for the need for the chatbot on the magnitude of this violence and the 
low rates of reporting. Only one article (El País, 2024) discusses more than one tool (more than 
one chatbot), analyzing the different functionalities of each. All articles mention the issue of 
underreporting of this type of violence, but they fail to cite direct sources or explore the reasons 
why women may not report. Twenty out of the 40 news articles analyzed mention the number of 
“80% of victims of gender-based violence” not reporting the aggressions, but they do not provide 
the source for this percentage.
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Additionally, one out of 40 articles notes that AinoAid is not exclusively designed to address the 
needs of victims but also provides support for potential aggressors. This places victims and 
perpetrators on equal footing, downplaying the severity of gender-based violence.

 “Aino will be prepared to dialogue even with aggressors, those people who engage in 
violent behavior, who do not know how to avoid it, who want to reflect on their behavior and ask 
for help’.
           (El Periódico, 2024)

News Analysis from a Feminist Perspective

As previously mentioned, the Fourth Wave of feminism centers the use of new technologies in its 
agenda, both to assess the potential contributions of cyber activism and to analyze the new forms 
of violence that these technologies can generate.
Only 1 out of 40 analyzed articles addresses the potential of these technologies to tackle a social 
problem that disproportionately affects women. These articles frame gender violence as a 
societal issue but fail to explore why victims may hesitate to report their abuse or how they 
experience interactions with tools like AinoAid.
Furthermore, only one of the articles mention feminism’s contribution to the fight against gender 
violence or its role in the development of new technologies that integrate victims’ needs, but 
limiting the acknowledgement to the funding provided:
 ‘The project receives international funding and is part of the Feminist AI Research Network 
(FAIR), a global network of scientists, economists and activists whose purpose is to make AI and 
related technologies inclusive and transformative. There are other initiatives related to, for 
example, digital gender-based violence - such as the Chilean chatbot SOF+IA - and harassment 
on public transport with the SafeHER app, designed in the Philippines.’
                              (El País, 2024)

The articles overwhelmingly prioritize the needs and perspectives of law enforcement agents, 
reflecting a technocratic and institutional focus. This imbalance indicates that the media 
coverage largely aligns with the press releases provided by project stakeholders, as evidenced 
by the similarity of content across different outlets. In some cases, this content is replicated 
almost verbatim, further reducing the space for critical or alternative perspectives, particularly 
those from feminist organizations or victim advocacy groups.

The articles analyzed correspond to the early stages of the project, which may partially explain 
the limited discussion of the tool's impact on victims. Nevertheless, from a feminist 
epistemological standpoint, the omission of women’s voices, both individually and collectively, 
represents a significant gap in the coverage. The over-reliance on law enforcement perspectives 
and the minimal engagement with victims’ experiences illustrate a missed opportunity to align the 
discourse with the feminist commitment to privileging marginalized voices and integrating their 
needs into technological solutions.
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Discussion
The analysis of the public perception of chatbots in the context of GBV, specifically regarding the 
AinoAid chatbot developed in the IMPROVE project, provides crucial insights into the broader 
social understanding of AI-based tools for victim support. Several key themes emerge from this 
analysis, including the potential benefits and limitations of using AI in this sensitive area, the role 
of feminist epistemologies in evaluating these tools, and the social impact of such technologies 
in the framework of the Fourth Wave of feminism.

Firstly, it is clear that while there is general support for the use of AI and chatbots as an initial 
resource for victims of GBV, the anonymity of the service is paramount for its acceptance. Many 
interviewees expressed a willingness to engage with the chatbot only if it provided complete 
anonymity, reflecting the deep concerns around privacy and safety, particularly for individuals in 
abusive situations. This finding is consistent with feminist perspectives that emphasize the need 
for technologies to be designed with the lived experiences and vulnerabilities of women in mind 
(Cabrera et al., 2020). The widespread lack of experience with chatbots, however, leads many to 
prefer human interaction after the initial engagement with AI. This dual preference for anonymity 
and human empathy highlights a tension between technological solutions and the personal, 
emotional needs of victims, underscoring the importance of personalization in AI responses.

The perceived advantages of the chatbot, such as 24/7 availability, instantaneous responses, 
and the absence of moral judgments, suggest that chatbots can play a crucial role in providing 
immediate, non-judgmental support. However, the concern that chatbots might be “cold” and lack 
the empathy necessary for sensitive issues like GBV was a significant barrier for many 
respondents. This reinforces the feminist critique that while AI can offer practical assistance, it 
must be paired with the possibility of human follow-up to provide the necessary emotional and 
psychological support.

Moreover, the analysis reveals a gap in public understanding and representation of the role of AI 
in combating GBV, particularly in the media. The feminist epistemological analysis of the 40 
Spanish-language news articles revealed a lack of inclusion of women’s voices, either as direct 
users of the chatbot or through advocacy organizations representing victims. This absence 
speaks to a broader issue of gendered exclusion in technological narratives, where the 
perspectives of those most affected by violence are often sidelined in favor of institutional or law 
enforcement viewpoints. The media’s focus on security forces and public agents, rather than on 
the needs and experiences of victims, reflects the androcentric tendencies identified in feminist 
sociological critiques (Smith, 1979, 1987). This imbalance in media representation further 
supports the need for a feminist epistemology that centers the lived experiences of women and 
critiques the power dynamics inherent in knowledge production (Hartsock, 1983; Del Moral 
Espín, 2012).

In this context, the Fourth Wave of feminism, which places digital activism and the use of new 
technologies at its core, offers both opportunities and challenges. On the one hand, the Fourth 
Wave’s emphasis on intersectionality, empowerment, and the fight against sexual violence aligns 
with the goals of tools like AinoAid. On the other hand, as noted by Looft (2017), the risk of 
trivialization through commercialization and celebrity involvement remains a concern. This 
tension between technological 
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innovation and meaningful social change mirrors the challenges faced by feminist movements in 
balancing widespread visibility with substantive impact.

The limitations of the chatbot, particularly in addressing the needs of non-native speakers or 
those under extreme control from their abusers, point to important areas for improvement. The 
interviewees’ concerns about trust in the technology, anonymity, and the chatbot’s ability to 
handle complex and diverse experiences of violence suggest that further refinement is needed to 
ensure these tools are truly accessible and effective for all users. Moreover, the reluctance to use 
platforms like WhatsApp due to safety concerns indicates that developers must prioritize security 
features that protect the privacy and confidentiality of users in precarious situations.

Finally, the potential of the chatbot to raise awareness, provide self-identification tools, and offer 
educational resources about lesser-known forms of violence, such as psychological and 
vicarious violence, presents a significant opportunity for preventative and educational 
interventions. This aligns with feminist calls for greater recognition of the complexities of GBV 
and the need for tools that not only respond to crises but also contribute to broader societal 
understanding and prevention of violence.

Therefore, while the AinoAid chatbot shows promise as an initial point of contact for victims of 
GBV, its effectiveness will depend on addressing the identified concerns around anonymity, 
personalization, and emotional engagement. The feminist epistemological framework highlights 
the importance of situating these tools within the lived experiences of women and ensuring that 
their development and deployment are informed by the needs and voices of victims. Moving 
forward, further research and refinement of these technologies are essential to ensure they fulfill 
their potential as tools for empowerment, support, and ultimately, the prevention of gender-based 
violence

Conclusions and Future Steps

The IMPROVE project, through the development of the AinoAid™ chatbot, has demonstrated the 
potential of AI to provide significant support to women victims of gender-based violence (GBV). 
By creating a new entry point to access support services, AinoAid™ helps break down historical 
barriers and empowers victims while raising societal awareness about the prevalence and impact 
of GBV. However, while the implementation of AI in this sensitive area is promising, it also comes 
with significant challenges that must be addressed to ensure its effectiveness and ethical use.

Key among these challenges are the issues of data accuracy, ethical handling, and maintaining 
user trust. AI systems, such as AinoAid™, rely heavily on algorithms that must be continuously 
refined to prevent biases and provide fair and accurate assessments. These algorithms must 
align with a victim-centered approach, ensuring that they are culturally sensitive, confidential, 
and safe for users. The General Data Protection Regulation (GDPR) and the AI Act (COM (2021) 
206 final) highlight the importance of transparency, traceability, and accountability in algorithmic 
decision-making. Ensuring that these standards are met will be crucial to fostering trust in AI 
systems and protecting the rights and safety of victims.
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Looking ahead, interdisciplinary collaboration will be critical for the continued success of AI tools 
like AinoAid™. This collaboration must involve not only technologists but also human rights 
experts, health professionals, feminists, and the victims themselves. Such an inclusive approach 
will ensure that AI systems are developed and implemented in ways that are relevant to the 
cultural and social contexts in which they operate. Moreover, partnerships with local 
organizations will ensure that AI tools are properly contextualized and responsive to the specific 
needs of different communities. Future initiatives should focus on strengthening these 
collaborations in the design and development of chatbots and AI tools. 

Future actions should also focus on improving public awareness of the capabilities and 
limitations of AI systems in addressing GBV. Ongoing professional training for those who interact 
with AI tools, as well as the development of user-friendly interfaces, will be essential to maximize 
their utility and accessibility. As AI systems continue to evolve, there must be a concerted effort 
to ensure that they adapt ethically to new situations and challenges, always prioritizing the needs 
and safety of victims.

Additionally, to increase the accessibility and effectiveness of chatbots, it is necessary to develop 
multilingual and culturally adapted capabilities. These tools should be translated into different 
languages and their responses adapted to the specific cultural contexts of the users. This way, 
linguistic and cultural barriers can be eliminated, ensuring that the technologies are useful and 
relevant to a diverse audience.

For the long-term success of chatbots and AI tools, it is essential to conduct regular testing, 
gather feedback from users and other stakeholders, and adjust the systems based on the results 
obtained. The evaluation should include metrics of effectiveness, user satisfaction, and analysis 
of any biases or limitations detected in the functioning of the tools. 

In sum, while AI holds immense potential to transform the support systems available to GBV 
victims, its development and deployment must be approached with caution and a commitment to 
ethical practices. Ensuring transparency, fairness, and collaboration across disciplines will be 
critical to overcoming the challenges associated with AI in this field. By doing so, we can create 
robust, inclusive, and effective technological solutions that provide real support to women as they 
seek to rebuild their lives in safety and dignity. 
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Appendix 2. Interview Guide. 

1. To start our conversation, I would be very interested to know how it did happen that you 
came into contact with professional support services?

2. Before your first contact, have there been moments in the relationship when you decided to 
get help? Can you tell me what happened back then?
3. Have you ever tried to seek help from the police or medical professionals How did this go?
4. In the second part of the interview, I would like to talk to you in detail about your experiences 
with the support organisation(s) you have been in contact with. Maybe you can tell me a bit 
more about your experiences and what happened during this first visit to the (insert 
organization)”
5. Can you maybe tell me more about how did this initial contact affect your life overall?
6. A central concern of our project is to improve access to support services. That's why we rely 
on your experience and thus I would like to hear your opinion what you think could be done so 
that victims of violence decide to seek support more often/earlier and what support services 
could do so that victims reach out to them more readily? Do you have any suggestions, thinking 
about your experiences?
7. As already mentioned, one goal of the IMPROVE project is to develop a chatbot AINO that 
will help victim-survivors seek support by lowering barriers to entry and providing relevant 
information. What should such a chatbot have to be able to do, and how it would have to be 
designed in order for you to use it as a platform that helps victims of violence get further 
support. First of all, however, I would like to know if you have ever used a chatbot, and if so, 
what for?
8. So, in general how do you feel about a chatbot helping victim survivors understand what they 
are undergoing and how to get help?
9. Would you be interested in helping along the development of this Chatbot further (providing 
feedback at certain stages throughout the development process)? 
10. I would now like to ask a few questions about the design and functions of a chatbot?
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The Impact of Artificial Intelligence on
News Visualization: A Comprehensive Prompt Analysis

Abstract: The rapid development of artificial intelligence has revolutionized the creation of visual 
content for digital media, with significant implications for news visualization. This article examines 
the growing role of AI-driven text-to-image generation in enhancing the delivery of news, focusing 
on the importance of prompt engineering in guiding AI systems to create relevant, emotionally 
resonant visuals. The integration of visual and textual content, long a cornerstone of effective 
communication, is explored in the context of modern news platforms, where AI-generated 
imagery plays a pivotal role in storytelling. This study also delves into the historical and 
technological evolution of image generation, demonstrating how AI applications like Midjourney 
are shaping the future of visual content creation. By analyzing specific prompt strategies, I outline 
the ways in which AI enhances news narratives, enriching the audience's engagement and 
understanding. 

Key Words: Artificial Intelligence, Text-to-Image Generation, Prompt Engineering, Visual 
Content Creation, News Visualization, Digital Media

Introduction

Meaning of Visual Communication and Its Usage

Visual communication, whether through graphical elements or sign languages, has been a highly 
effective method for individuals to express their ideas, emotions, and knowledge for centuries. 
This form of communication allows people to convey complex concepts and personal sentiments 
in ways that transcend spoken or written language, enabling a deeper and often more immediate 
understanding (Dai et al., 2011). It serves as a pivotal mode of conveying messages and ideas 
through the use of symbols and images. In the intricate fabric of human interaction, it stands 
alongside verbal communication, characterized by spoken words, and non-verbal 
communication, encompassing tone and body language (Adetola & Abioye, 2020). Visual 
components may have the ability to stay in memory for longer periods of time, enable faster 
understanding, and communicate information more successfully. The processing power and 
perceptual capacities of the brain are directly related to how well visual communication works. 
The human brain has a remarkable ability to process visual information at a significantly faster 
and more efficient rate compared to written or textual information (Graber, 1996). Complex ideas 
may be condensed into a clear, understandable form with the use of visual aids, which allows 
viewers to receive information more quickly and efficiently.

In the field of design, visual communication is important since it allows for the audience to get 
original and creative messages. This communication can take many different forms, from simple 
2D drawings and sketches to intricate 3D animated simulations. Enhancing the viewer’s 
interaction with creative artefacts is the main goal of visual communication, since it helps them 
make better decisions (Bakar & Miller, 2014). For visual communication to be executed 
successfully, visual aids are critical. These resources cover a wide range of media types, such as 
images, charts, infographics, films, animations, and more. For example, statistics are explained 
using graphs and infographics, but processes or motions are better explained using animations 
and films. 
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Visual communication is an effective medium for conveying information due to its alignment with 
the brain’s innate cognitive processes, particularly those associated with visual perception. The 
visual cortex is highly specialized to efficiently process visual information, which allows other 
brain regions to perform other computations (Huff et al., 2019). This region of the brain is adept 
at recognizing and interpreting patterns, shapes, and colors, allowing for the rapid assimilation of 
visual information. Research in cognitive neuroscience has demonstrated that visual stimuli are 
processed more quickly than textual or verbal inputs (Scharf, 2017). The brain’s pattern 
recognition abilities allow it to quickly interpret visual stimuli, bypassing the slower processes 
involved in decoding written or spoken language. Visuals can also convey a large amount of 
information at a glance, reducing cognitive load and making it easier for individuals to grasp key 
ideas. This is particularly useful in fields such as medicine, engineering, and marketing, where 
complex data needs to be communicated clearly and efficiently. Visual communication is a 
versatile technique used in various professions including education, science, business, and the 
arts (Dai et al., 2011). Even in the classrooms, visual aids play a critical role in helping students 
understand complex ideas and improving their memory of the material. The integration of visual 
aids in the educational setting has long been recognized as a valuable tool to augment the 
teaching-learning process. These aids, when thoughtfully selected and designed, serve to 
engage students, foster motivation, and maintain focus during instructional activities, thereby 
enriching the overall learning experience (Pateşan et al., 2018). Similarly, in the field of scientific 
research, tables and visual graphics play a critical role in clearly and concisely communicating 
complicated data sets and study conclusions.

The historical background suggests a longstanding interplay between literary information and 
visual images, highlighting their mutually reinforcing relationship. This approach is deeply rooted 
in the history of communication and media, indicating that it is far from being a recent innovation. 
The inclusion of images, graphics, and infographics alongside news items can be attributed to 
two primary factors that underscore their enduring relevance in journalism. First of all, it 
enhances the story by giving readers visual signals that support and enhance the verbal content. 
Second, by providing visual context and depth, it makes it easier to comprehend the events or 
concerns being presented in greater detail. By combining textual and visual components, a 
comprehensive communication experience that accommodates audiences' various cognitive and 
perceptual preferences is produced.

Along with that, the long-standing practice of fusing textual material with visual images highlights 
the ongoing need of a multimodal communication strategy. Together, the textual and visual 
components strengthen the content's ability to communicate, making it more compelling, 
memorable, and engaging. Therefore, visual information has been an enduring conduit for 
knowledge dissemination across diverse societies throughout history (Kiss et al., 2020), it has a 
long history that attests to its continued relevance and effectiveness in promoting efficient 
communication across a variety of areas. It also acts as a modern tool for strengthening scientific 
and educational discourse. In today's digital age, the role of visual information extends beyond 
traditional boundaries, playing a crucial role in news media as well. Adding visual components to 
texts has been one of the reliable ways to increase the impact and communication effectiveness, 
it is the case also for the news items in the history of journalism.  News organizations leverage 
visual content, such as infographics, photographs, and videos, to enhance storytelling and 
provide audiences with a more immersive and engaging experience. 
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In addition to the integration of visual elements, the advent of artificial intelligence has introduced 
transformative tools that are reshaping journalistic practices. The use of AI-powered chatbots in 
news writing has emerged as a important innovation, enabling the rapid generation of accurate, 
tailored, and context-sensitive news articles. These chatbots can analyze large volumes of data, 
synthesize complex information, and craft coherent narratives in real time, which is particularly 
valuable in breaking news scenarios. Chatbots assist journalists in conducting in-depth research 
by streamlining the information-gathering process. By aggregating data from multiple sources, 
identifying patterns, and summarizing key insights, AI tools allow reporters to focus on critical 
analysis and storytelling. Equally transformative is the application of AI in visual content 
production. AI-powered tools enable the creation of dynamic infographics, automated video 
editing, and even the generation of photorealistic visuals, enhancing the aesthetic and 
informative quality of news items. These capabilities not only save time but also empower 
journalists to convey complex stories through compelling visual narratives, broadening the 
accessibility and engagement of their audience.
Together, these AI-driven advancements underline the growing significance of integrating 
cutting-edge technologies in modern journalism. By leveraging AI for writing, research, and visual 
content creation, news organizations can elevate the quality of their output, meet the demands of 
a fast-paced digital era, and maintain their relevance in an increasingly competitive media 
landscape.

Visual Communication through News

News consumption has changed in the digital era to include more than simply textual information. 
Images in particular have come to be seen as essential components that greatly affect how 
viewers understand and interact with internet news (Kille et al., 2022) Images provide concrete 
representations of the locations or events portrayed in textual tales, acting as visual anchors to 
enhance them. They may serve as visual aids that improve understanding and memory by 
assisting readers in visualizing distant events or complex concepts. For example, an image that 
goes with a story on a natural catastrophe gives readers a deeper sense of the impact of the 
event in addition to capturing its intensity.
Infographics, pictures, and drawings have the special power to let readers feel things viscerally, 
which gives the story a more poignant and immediate feel. The presentation of news through 
graphical representations has gained significant attention, particularly for its heuristic appeals to 
individuals with limited involvement and knowledge in specific news topics (Lee et al., 2015). 
Whether it's through striking images of historical turning points or thoughtfully designed 
infographics that simplify complex data, visuals often serve as channels for emotional resonance, 
potentially helping viewers foster a deeper and more enduring connection with the content. The 
relationship between news and the pictures that accompany it extends beyond simple visual 
comprehension to include natural language matching (Bartolomeu et al., 2022) The field of news 
reporting has undergone significant developments influenced by the integration of technological 
advancements, particularly the incorporation of artificial intelligence applications in content 
production. Among the most compelling aspects of this evolution is the potential of AI algorithms 
to contribute to the creation of meaningful and contextually relevant visual materials that 
complement and enhance news articles.
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History of Image Generation with AI

Emerging public communication genres, forms, and practices have been made possible by 
digital media technology, and this trend is still going strong (Hout, 2015). The way that people 
consume news has changed in the digital era, with readers frequently skimming items on internet 
platforms. In this situation, visual material is important for drawing readers in and delivering 
information more successfully than text-only content could. Via their ability to concisely 
communicate complicated information, images, infographics, and videos can improve reader 
comprehension and engagement.

The use of artificial intelligence in creating visual material for news articles has introduced 
significant advancements to the field. Machine learning algorithms possess the ability to analyze 
substantial volumes of data, identify relevant trends, and generate visually engaging content 
tailored to the specific context and audience of a news story. This innovative approach holds the 
potential to enhance the quality and relevance of visual elements while also reducing the time 
and resources traditionally required for their production. Such capabilities underscore AI's 
growing role as a valuable tool in modern journalism, contributing to more efficient and impactful 
storytelling.

The field of AI has made notable progress in the area of imagine production, mostly due to the 
development and enhancement of deep generative models. These models, which push the 
envelope of what was previously possible, include Flow-Based Methods, Variational 
Autoencoders (VAEs), and Generative Adversarial Networks (GANs). They have emerged as 
potent tools in the synthesis of varied and high-quality pictures (Xue et al., 2021). It is projected 
that AI will replace some components of the picture field and create a new hybrid that combines 
traditional images with AI-generated material (Kim, 2023). A number of AI-powered systems and 
tools have been created to make it easier to create visual material for news stories. These 
programmes make use of sophisticated algorithms to create infographics, automatically select or 
generate photographs, and even make short films to go along with the text in news items. For 
example, AI algorithms are able to choose pictures or visuals that are in line with the story's 
emotional context by analyzing the tone and feeling of the piece. However, writing the correct 
prompt is very important to get the desired result. At this point, prompt engineering holds 
immense significance.

Prompt Engineering

In order to adapt a big pre-trained model to new tasks, prompt engineering is an approach that 
includes augmenting the model with task-specific cues, or prompts. Prompts can be generated 
automatically as vector representations or as natural language instructions that must be 
manually prepared (Gu et al., 2023). In the relatively recent field of research, prompt engineering 
describes the process of creating, optimizing, and deploying cues or instructions that direct the 
output of LLMs to assist with different activities (Meskó & Meskó, 2023). Prompts are essentially 
the rules or instructions that tell AI systems how to create or choose visual material. The efficacy, 
precision, and pertinence of the AI-generated images are highly dependent on the calibre and 
precision of these cues. Aiming to capture the spirit of the news story, its emotional tone, and its 
target audience, effective prompt engineering entails creating prompts that direct the AI system 
towards creating images that readers will find compelling.
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Prompts serve as a link between news stories' textual content and the algorithms that create or 
choose the graphics in AI-driven visual content development. When well-crafted prompts are 
utilized, AI algorithms demonstrate an enhanced ability to interpret the emotions, nuances, and 
contextual elements of text. This facilitates the generation of visuals that can potentially enrich 
reader understanding and engagement. However, if prompt engineering is not executed 
effectively, there is a risk that AI algorithms may produce visuals that lack relevance, 
misrepresent the intended message, or fail to accurately convey the core aspects of the news 
story.

Fundamental Principles for Image Selection

In selecting an appropriate image to accompany a text or publication, various criteria and 
characteristics warrant careful consideration. For example, images that show people in lively and 
interesting situations and evoke a feeling of activity and story should be the main focus of media 
publications. These pictures not only grab the reader's interest but also provide the narrative 
more nuance and perspective. Choosing photos for media outlets should essentially aim to 
choose not only visually striking but also pertinent and educational pictures. Publishers may 
make the reader experience more captivating and powerful by giving priority to photographs that 
show people in motion and eliminating static or unconnected imagery. It is important to 
emphasize the widely recognized role of imagery in enhancing audience engagement and 
understanding. For example, images with narrative or metacommunicative themes generate 
more engagement from social media audiences (Romney and Johnson, 2018). Additionally, 
visually appealing and contextually relevant images can improve attention, cognition, reflection, 
and memory retention in medical teaching (Norris, 2012). These elements can be considered 
crucial in ensuring that the selected visuals align with the communicative goals of publications, 
thereby contributing to a more compelling and impactful presentation.

Specific Considerations

 Picture Quality:
 When choosing images for publishing, picture quality is the most important factor to take  
 into account. The best shots are well defined, properly exposed, and have a balanced   
 contrast that can be reproduced in print. Not only are images with blurriness or excessive  
 darkness visually unpleasant, but they also don't work well on printed pages. Therefore, in  
 order to uphold the publication's standards of visual perfection, such poor-quality images  
 should be carefully filtered out.
 Discerning Weaknesses:
 When judging whether or not an image is appropriate, one has to have a sharp eye.   
 Images that have boring backdrops, distracting imagery, or uninteresting topics don't meet  
 the standards set by high-quality magazines. Furthermore, images tainted by obtrusive   
 aspects such as strong flash reflections or improper attribution diminish their professional  
 appeal and need to be disqualified.
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Identifying and Addressing Flaws:

Photography requires the careful application of flash, particularly in editorial settings. 
Although flash can improve some parts of a photograph, overuse of it frequently results in 
harsh shadows and unpleasant lighting. In addition, it is necessary to make sure that 
people in photos are either unidentifiable or have given clear model releases in order to 
protect against any legal repercussions.

Refining Composition through Cropping:

Photographs almost always need to be cropped in order to improve their composition and 
focus the viewer's attention on the desired focal point. But cropping requires dexterity; it 
shouldn't remove important components or create large gaps in the image that lessen its 
effect. As a result, cropping a photo in a way that maintains its integrity while boosting its 
aesthetic appeal requires balance.

Perfecting for Print:

Size is important when it comes to print medium. Since larger photos always attract more 
attention, they work especially effectively when published in tabloid or broadsheet forms. 
In addition to size, meaningful cutlines are essential because they provide readers with 
important background information and, when appropriate, identify the people in the 
picture. Care must be used while editing photos since flipping or mirroring images might 
unintentionally reverse any writing in the picture, endangering its overall cohesion and 
intelligibility (Collins, n.d.)

These considerations are based on some of the principles of visual communication and 
photographic practices. For instance, the emphasis on picture quality reflects a common 
understanding that clear, well-exposed ifores with balanced contrast are more likely to engage 
audiences and meet publication standards. Similarly, the need to carefully assess the 
composition and overall impact of an image, such as avoiding distractions or unappealing 
backgrounds, aligns with common practices in visual media to maintain professional standards. 
Issues related to the use of flash in photography, the importance of cropping for composition, and 
ensuring that images are properly prepared for print also reflect considerations that are typically 
addressed in the field of visual media production. These points highlight the importance of 
carefully curating visual content to meet the aesthetic and technical requirements necessary for 
effective communication in publishing.
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Creating and Visualizing Sample News Text

Images play an important role in visual storytelling, with the potential to influence readers’ 
perceptions and enhance their understanding of the text. Ideally, images should not only reflect 
the essence of the narrative but also establish an emotional and intellectual connection with the 
audience. The process of selecting images involves considering various factors, such as 
composition, subject matter, and technical quality, to ensure that the chosen visuals effectively 
communicate the intended message. For instance, graphic artists often rely on the expertise of 
professional photojournalists to obtain images that align with the editorial needs and vision of the 
publication. Photojournalists, whether freelancers or staff members, typically possess the 
technical skills and aesthetic judgment necessary to capture compelling and timely photographs.
In addition to professional photographers, graphic artists have access to a wide range of 
resources, such as free online images and stock photography. While stock photography offers a 
broad selection of high-quality images that can be licensed for use, free images—sometimes 
referred to as “clip art”—can be an attractive option due to their affordability. However, using free 
images comes with its own set of challenges. These images may not always meet professional 
composition standards, and they can sometimes be subject to copyright restrictions. Unless 
explicitly stated, permission may be required to use these images, and failing to obtain proper 
consent could lead to legal issues.

Image Generation

For AI image generation, Midjourney application will be used to make a sample text-to-image 
study. Midjourney has emerged as a notable platform for visualizing textual data. Of all the 
solutions available for this purpose, Midjourney has gained popularity due to its highly 
comprehensive image generation capacity. The story of Midjourney began in February 2022, 
when a group of forward-thinking engineers set out to solve the growing demand for user-friendly 
text visualisation tools. The founders of Midjourney were inspired by a wide range of fields, such 
as computer science, linguistics, and graphic design, and they set out to develop a platform that 
would make advanced text analytics techniques accessible to everyone. It was developed 
iteratively and tested extensively before becoming a fully functional programme. 

It is beneficial to understand the working principle of Midjourney before attempting any 
visualization. A complex neural network that has been methodically trained on a sizable collection 
of photos and accompanying text descriptions is at the core of Midjourney. This complex network 
is able to recognize the visual cues connected to particular words and phrases as well as 
interpret the subtleties of spoken language. Midjourney starts an iterative process of creating 
images when given a prompt. It starts by creating a preliminary, frequently abstract visual that 
only faintly reflects the idea being explained. The model iteratively improves the image through a 
sequence of adjustments, driven by the prompt and its own representational knowledge.

To fully utilize Midjourney’s creative potential, questions must be carefully crafted to blend verbal 
ideas with visual interpretations. These questions serve as channels, guiding our written desires 
into concrete visual products. 
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• The formulation of prompts should eschew clichéd and banal expressions, opting instead for 
innovative and novel phrasing. The objective is to encapsulate the essence of the envisioned 
image in a manner that is both novel and distinctive, thereby stimulating Midjourney’s creative 
faculties. 

• The ability of Midjourney to produce unique and creative outcomes may be hindered by the 
frequent use of the same terms. As a result, prompts should use a wide range of vocabulary, 
carefully choosing words to create a complex tapestry of picture.

• Prompts should be given in as much detail as possible, and the desired visual should be 
described from every angle. The more detail is given, the more detailed the image to be 
created.

• •nfusing prompts with relevant references, be it art styles, historical epochs, or cultural 
milieus, furnishes Midjourney with contextual richness. This contextual depth augments the 
precision and profundity of the visual creations.

• Embracing unconventional prompts and pushing the frontiers of creativity facilitates the 
exploration of uncharted territories, engendering surprises that invigorate the creative 
process.

• Initial prompt formulations may not invariably yield optimal outcomes. Thus, iterative 
refinement based on Midjourney’s preliminary outputs is essential, fostering a nuanced and 
increasingly satisfactory visual representation.

To utilize the Midjourney application, it is necessary to install the Discord application and join the 
Midjourney server after purchasing a Midjourney membership. Subsequently, one may enter any 
#General or #Newbie channel and input the "/imagine" command followed by the desired visual 
description into the line provided at the bottom, and then press the enter key.

Research Methodology

The research employs a visual representation approach to analyze and synthesize news articles 
from different sectors (e.g., political, economic, technological, and fashion) using AI-generated 
imagery. This method combines textual analysis with visual interpretation, leveraging the 
capabilities of artificial intelligence tools like Midjourney to create dynamic and thematic 
representations of the core elements of selected news items.
1. News Selection and Categorization

The first step involves selecting news articles from various domains such as politics, economics, 
fashion, and technology. For each domain, a specific prompt is created to reflect the key 
elements of the article. For example:
• Political News: A news article discussing a government initiative, such as a new economic 

stimulus package aimed at post-pandemic recovery, is selected. Core elements include the 
package's focus on infrastructure, job creation, and small businesses.

• Economic News: A news item detailing an increase in unemployment rates due to labor 
shortages and supply chain disruptions is chosen. The main concept revolves around the rise 
in unemployment and its negative impact.

• Fashion News: An article highlighting the intersection of technology and fashion, particularly 
focusing on the rise of smart clothing, is used.

• Technology News: A report on Windows 11 Pro for Education, highlighting its features 
tailored for educational institutions, serves as another example
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2. Textual Breakdown
Each news article is carefully analyzed to extract its core concepts. For instance, in the case of 
political news, the focus might be on the economic stimulus package, with sub-elements such as 
infrastructure development and job creation. In economic news, the core concepts are the rise in 
unemployment, supply chain disruptions, and challenges for employers and job seekers. For 
each article, key elements are selected, and the tone and mood are defined through color 
schemes and visual representations.

• Core Elements: These are the primary components of the news, which are metaphorically 
and symbolically represented in the visual prompts. For example, in political news, elements 
like “infrastructure development” and “job creation” may be visualized through symbols like 
gears and sprouting trees.

• Additional Context: Secondary elements, such as specific challenges or technological 
aspects, are used to build the context. For example, in economic news, the “unemployment 
rate increase” might be emphasized by a line of frustrated job seekers standing outside a 
factory.

3. Visual Representation through AI
Based on the breakdown, prompts are generated for Midjourney to create visuals that represent 
the key concepts of each news article. The AI tool is instructed to create 2 sets of visuals for each 
news article, with each set consisting of 4 images. The visuals are generated in a style that 
reflects the mood and core elements of the article, using colors and composition that convey the 
article's emotional tone.
• Style and Composition: The visual style (e.g., gritty realism, futuristic aesthetic, or isometric 

illustration) is chosen based on the article’s nature. For instance, economic news about 
unemployment may use a gritty realism style, while fashion news might opt for a 
photorealistic, futuristic look. The composition is left open to Midjourney’s interpretation, 
allowing the AI to generate visuals that resonate with the core message and emotions of the 
text.

• Color Scheme: The colors used in each visual are deliberately chosen to evoke certain 
emotions. For example, blue and green are used to convey stability and growth in political 
news, while red and orange might symbolize urgency and frustration in economic news about 
unemployment.

4. Prompt Refinement
After generating the initial set of visuals, the results are reviewed and refined. If the visuals do not 
fully capture the desired mood or core elements of the article, the prompts are adjusted. For 
example, if the fashion visuals appear too casual, the prompt may be refined to indicate a 
high-fashion aesthetic. Similarly, if the classroom setting in technology news feels too sterile, the 
prompt might be adjusted to include elements like warm light or student collaboration to enhance 
the atmosphere.
• Refinement Process: The refinement of prompts is an iterative process that ensures the 
generated visuals are aligned with the intended representation of the news article. This process 
includes adjusting the style, composition, and color scheme as needed.
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5. Analysis of AI-Generated Imagery
Once the refined visuals are generated, they are analyzed to assess their effectiveness in 
communicating the essence of the news article. The research examines how well the visual 
representations capture the article's core concepts and emotional tone. The analysis includes an 
evaluation of the clarity of the symbols, the relevance of the color choices, and the overall 
coherence between the text and the visual output.

News Example 1

To create a sample news text, it is necessary to first decide on the type of news. The prevalence 
of news categories, when evaluated across all site visits, markedly diverges from that observed 
when focusing solely on news discovered via social media or visits to a singular prominent news 
platform (Ben-Houidi et al., 2019). If an example news text needs to be written, one of the 
categories such as politics, economy, fashion, technology, entertainment, or sports can be 
chosen.
 “In a recent political development, the Prime Minister announced a new economic   
 stimulus package aimed at bolstering the country's post-pandemic recovery. The    
 package, totaling $50 billion, focuses on infrastructure development, job creation, and   
 support for small businesses. The initiative has received mixed reactions from opposition  
 parties, with some praising the government's efforts to stimulate economic growth, while  
 others criticize the lack of transparency in allocation and implementation.”

In this example, it is important to

• Highlighting the core elements of the article – “economic stimulus package”, “post-pandemic 
recovery”, “infrastructure”, “job creation”, “small businesses”.

• Providing enough detail to convey the core concepts but leave room for Midjourney’s 
interpretation.

• Mentioning colors that evoke the desired mood (e.g., blue for stability, green for growth)
• If there is a specific data visualization style in mind, mention it (e.g., “isometric infographic”)
• Starting with a broad prompt and refine it based on Midjourney’s initial outputs.
• A style can be also selected, such as: “Futuristic, data visualization style, with a hopeful and 

optimistic feel."
It is important not to just list the mentioned elements above; it is better to describe them 
metaphorically or symbolically. Avoiding mentioning specific political figures or real-world 
locations would be better and do not reference copyrighted characters or logos.

Prompt example: “An isometric infographic in a vibrant blue and green color scheme, symbolizing 
stability and growth. In the center, a network of gears representing infrastructure development 
expands outwards, creating new pathways.  Sprouting from these gears are stylized trees in 
various shades of green, signifying job creation and the flourishing of small businesses.  A faint 
outline of a bustling cityscape peeks through the background, hinting at a post-pandemic revival.”

2 sets of visuals (Figure 1 and Figure 2), each consisting of 4 images, will be shared for every 
news article to be visualized.
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News Example 2

This section will examine an economic news.

 “The latest labor statistics reveal a concerning uptick in unemployment rates, with jobless  
 claims surging by 20% compared to the previous quarter. Economists attribute this spike  
 to ongoing supply chain disruptions and the persistent labor shortages across various   
 sectors, exacerbating the challenges faced by both employers and job seekers alike.”

Break down the article’s core concepts:

• Unemployment Rate Increase: Focus on this as the main element.
• Supply Chain Disruptions: This is a contributing factor, but not the main focus.
• Labor Shortages: Similar to supply chain disruptions, a contributing factor.
• Challenges for Employers and Job Seekers: This can be depicted through the mood and 

imagery.

Prompt Construction:

• Data Visualization (Optional): While a line graph is a good option, a more evocative approach 
can be considered:

• Focus on Human Impact: A symbolic image that captures the frustration and despair of job 
seekers.

• Mood: Using colors and imagery that convey the negative impact of unemployment:   
 • Colors: Red or orange for urgency and frustration, contrasting with a muted blue or grey 
to symbolize lost opportunities.          
 • Imagery: A long line of people standing outside a closed factory with a "Help Wanted" 
sign ripped from the window.

• Style: Experiment with different styles to achieve the desired effect:     
 • Gritty realism: Creates a sense of immediacy and hardship.      
 • Expressionist painting: Conveys the emotional turmoil of unemployment.

Prompt example: “A gritty, realistic painting in shades of red, orange, and muted blue. A long line 
of people with slumped shoulders waits outside a boarded-up factory. A ripped "Help Wanted" 
sign flutters in the wind, symbolizing lost opportunities and frustration.”



The Impact of Artificial Intelligence on
News Visualization: A Comprehensive Prompt Analysis

[Figure 3]



[Figure 4]

The Impact of Artificial Intelligence on
News Visualization: A Comprehensive Prompt Analysis



The Impact of Artificial Intelligence on
News Visualization: A Comprehensive Prompt Analysis

News Example 3

This section will focus on a piece of fashion news.

 “The intersection of fashion and technology is becoming increasingly prominent, with 
smart clothing making waves in the industry. From garments that monitor health metrics to 
accessories with built-in charging capabilities, tech-infused apparel is revolutionizing the way we 
experience fashion, merging style with functionality.”
• Core Elements: 
 • Smart Clothing: Clothes with integrated technology (glowing health monitor, 
solar-powered backpack, notification bracelet).
 •   Fashion and Technology Intersection: Diverse models showcasing tech-infused clothing 
that remains stylish.
• Detail and Interpretation: The prompt describes the general features but leaves room for 

Midjourney to interpret the specific clothing styles, types of technology, and the overall 
environment.

• Color: Choosing a color scheme that reflects the futuristic and sophisticated vibe (e.g., silver, 
black, with pops of neon for the technology).

• Style: Photorealistic with a futuristic aesthetic.
• Refinement: This is a starting point. Refining the prompt based on Midjourney's outputs. For 

example, if the clothing looks too casual, it is possible to add "high fashion runway show."

Additional Options:

• Style: Trying a more conceptual approach like "digital artwork" to depict a futuristic vision of 
tech-infused fashion.

• Focus: In order to emphasize specific technologies, mentioning them in the prompt (e.g., "AR 
glasses seamlessly integrated into sunglasses").

Prompt example: A photorealistic image of a diverse group of people wearing stylish clothing that 
seamlessly integrates technology. A woman showcases a sleek jacket with a glowing health 
monitor embedded in the sleeve. A man confidently strides forward with a backpack featuring a 
built-in solar panel charging his phone. Experiment with incorporating subtle technological 
elements into various fashion pieces, like a bracelet that subtly lights up with notifications. 
Maintain a futuristic yet sophisticated aesthetic, emphasizing the harmonious blend of style and 
functionality.
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News Example 4

There will be a technology news in this part of the discussion.

 “Microsoft has announced Windows 11 Pro for Education, a version of its latest operating 
system tailored for educational institutions. This new edition includes features like enhanced 
classroom management tools, improved security features, and support for educational apps and 
content. With Windows 11 Pro for Education, Microsoft aims to provide a secure and productive 
learning environment for students and educators alike.”

• Core Elements: 
 •  Windows 11 Pro for Education: Students using laptops/tablets with a blue Windows 11 
interface.
 •  Enhanced Classroom Management Tools: Teacher using a digital whiteboard.
 •  Improved Security Features: Overall secure and bright learning environment.
 •  Educational Apps and Content: Students using the devices for educational purposes 
(digital whiteboard content).
• Detail and Interpretation: The prompt describes the classroom setting, user interface 
elements, and educational content but leaves room for Midjourney to interpret the specific 
classroom layout, student interactions, and the style of the digital whiteboard content.
• Color: Bright and futuristic to represent a modern and engaging learning environment. 
Blue accents for the Windows 11 interface.
• Data Visualization Style: Not applicable in this case, as it focuses on a scene.
• Refinement: This is a starting point. It is possible to adjust the prompt based on 
Midjourney’s initial outputs. For example, if the classroom feels too sterile, it is possible to add 
"warm light streaming through the windows."

Additional Options:

• Style: Trying "flat design" for a clean and modern look, or "isometric illustration" for a more 
visually engaging perspective.
• Mood: In order to emphasize collaboration, including students working together on 
projects.

Prompt Example: A bright and futuristic classroom setting with large windows overlooking a 
vibrant schoolyard. Students from diverse backgrounds are engaged in collaborative learning 
activities on tablets and laptops featuring a clean, blue user interface with the Windows 11 logo 
subtly integrated. A teacher utilizes a digital whiteboard displaying educational content, 
symbolizing the integration of technology in education.
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Conclusion

When crafting prompts for news text visuals, several considerations emerge from the analyzed 
examples. It is essential to identify the core elements of the news article and emphasize them in 
the prompt, providing a clear focus for visualization. This involves distilling the main concepts and 
themes while allowing room for interpretation and creativity. Prompts should aim to strike a 
balance between specificity and flexibility. They should offer enough detail to guide the 
visualization process but also leave room for the AI model to generate novel and varied outputs. 
This flexibility enables the exploration of diverse visual representations and ensures the richness 
of the final visualization. The process of prompt creation, refinement, and visual interpretation 
offers a powerful framework for producing images that resonate with the core themes and 
emotions embedded in the text. However, several areas warrant further exploration. First, future 
research could delve into the impact of AI-generated images on audience engagement and 
comprehension. It would be valuable to investigate how different visual styles and compositions 
influence readers' understanding and emotional responses to news content. Additionally, as AI 
tools like Midjourney evolve, there is potential for enhancing the precision and relevance of 
image generation through more advanced models or the integration of user feedback to 
continuously refine image outputs.

Prompts should be refined based on the outputs generated by the AI model, allowing for iterative 
adjustments to better align with the desired visualization. This iterative process enables 
fine-tuning and optimization, resulting in visually compelling and informative representations of 
the news text. It is important to avoid overly specific references, such as real-world locations or 
copyrighted material, and instead opt for metaphorical or symbolic descriptions. This ensures the 
universality and accessibility of the visualizations while minimizing potential legal or ethical 
concerns. By adhering to these principles, creators can effectively harness the power of AI-driven 
visualization tools to enhance the understanding and engagement with news content in a visually 
compelling manner.

Further studies could also examine how AI-generated imagery compares to traditional visual 
storytelling methods, particularly in terms of audience trust and perception of news credibility. 
Investigating the potential differences in how audiences react to AI-generated versus 
human-generated visuals could provide insights into the role of AI in shaping public opinion. 
Future research should also focus on expanding the diversity of datasets used to train AI models, 
ensuring a broader cultural and global perspective in the visuals produced. This will help avoid 
reinforcing stereotypes and ensure that AI-generated content reflects a more inclusive and 
representative range of ideas and viewpoints. Future research should also focus on expanding 
the diversity of datasets used to train AI models, ensuring a broader cultural and global 
perspective in the visuals produced. This will help avoid reinforcing stereotypes and ensure that 
AI-generated content reflects a more inclusive and representative range of ideas and viewpoints.
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Artificial Intelligence and 
Gender in Turkey: Examining Identities in The Alara X Sample

Abstract: This study is about gender-based changes that may occur with artificial intelligence 
technology. This study will examine the notions of cyborg, techno-humanism, techno-feminism, 
and posthumanism. My purpose here is to evaluate the discourse created by artificial 
intelligence-based virtual influencers, which are newly developing in Turkey, from posthuman 
and techno-feminist perspectives. Alara X, an AI-based virtual character broadcast on YouTube 
in Turkey, was selected as a purposive sample, and nine talk show programs were examined 
using Van Dijk’s critical discourse analysis. My analysis concludes by emphasizing the need for 
conscious efforts to ensure more inclusive and equitable gender representation in AI video 
content and advocating for widespread societal efforts to advance diversity and gender equality.

Keywords: Artificial Intelligence, Alara X, AI Talk Show, Gender Bodies, Posthuman, 
Techno-Feminist

Introduction

Scott (1986) defines the concept of gender as the constitutive element of social relations based 
on perceivable differences between the sexes and the primary means of making gender power 
relations apparent. Gender is a set of meanings that the sexed body assumes, and it is difficult 
to say that it is derived in any way from the natural body. Given the historical context, it is likely 
that this gender bias will extend to the field of artificial intelligence. Castells (2007) argues that 
today’s world exists through socio-technical networks. According to Wajcman (2004), if there are 
too few women in the control rooms of these networks, then beneficial innovations will be missed. 
When technology development is largely male-dominated, inherent biases make the world less 
hospitable at best and dangerous for women at worst (Perez, 2019).

Within AI systems, gender biases can persist, often overlooking women's needs and rights, 
leading to discrimination. Discussions extend to AI recruitment, where claims of bias eradication 
are scrutinized, emphasizing the complexity and enduring nature of gender and racial identities. 
Over time, significant literature on gender and technology has emerged from feminists and 
sociologists (Wajcman, 2010).  Based on the literature, the interaction between gender and AI 
can be viewed in two ways: the technologization of gender and the gendering of technology 
(Green and Singleton, 2013). The technologization of gender refers to how AI impacts the 
construction of different genders, such as men, women, and non-binary individuals.

The connection between social change and technology is not a new phenomenon. Comte (2015) 
explains this change through the evolution of knowledge and shifts in human thought. Anne 
Balsamo (1995), in her study examining how the body is gendered in its interaction with new 
bodily technologies, challenges the claim that the material body has lost its validity in our 
scientific culture. Balsamo (1995), who provides abundant evidence that the techno-body has 
always been gendered and racially marked, prepares the ground for a renewed relationship of 
feminists with contemporary technological narratives.
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On the other hand, the gendering of technology refers to how AI is imbued with a social identity; 
it reflects and reinforces existing gender norms and stereotypes, potentially shaping human 
perceptions and interactions with technology in line with gender roles. In other words, the social 
construction of gender is a process, as is the social construction of technology. The two 
processes constitute a complex co-production meta-process that shapes the functioning of 
gender relations and their impacts on AI (Chen, Zhai, and Sun, 2023). 

In today's world where inequalities are intensely experienced in every dimension, we need 
feminist thought even more. Inequalities and ethical discussions continue in the virtual world in 
this century in which we live in a network society. Identities in society are shaped within the scope 
of dominant values and these fixations reveal various power and domination relations.  Violence, 
inequality, binary structures, and forms of domination that we cannot solve in the physical world 
pick up increasingly in the virtual world. On the other hand, the importance of the body in the 
cognition and behavior of individuals is increasingly emphasized in research on information 
systems and artificial intelligence (Wajcman 2004: 160-161). Pioneering cyberfeminist Cornelia 
Sollfrank revisits various details of cyberfeminism as practiced in the 1990s. At this point, 
Sollfrank (2017) argues that understanding technology as a gendered field requires questioning 
and reshaping technology itself and traditional gender differences. Sollfrank (2017) emphasizes 
that technology as a social construct has the potential to produce power relations, thus 
reinforcing hierarchical categories such as gender, race, and class, but should not be considered 
a deterministic system.

Wajcman (2004: 94-95) reveals that traditional stereotypes that directly associate technology 
with masculinity have become questionable thanks to cyberfeminist thought and that Haraway's 
"Cyborg" metaphor in particular has emerged as an innovative symbolic concept in making 
women visible in the new digital age. Technological developments in the increasingly digital world 
necessitate a reexamination of the relationship between gender and technology. Researching 
the Twitter usage of Spanish politicians, Fernández-Rovira and Villegas-Simón (2019: 87) 
emphasize that techno feminism helps to understand the differences between male and female 
politicians and reveals that patriarchal structures are reproduced and maintained on social 
media.

According to Ahmed (2017), we must criticize the existing structure to create an equal world. In 
this study, I propose a posthuman framework to analyze gender and technology relations and to 
criticize the virtual world created through artificial intelligence. The relations between machines 
and humans correspond to an intense social relationship embedded in concreteness (Braidotti, 
2018). For this purpose, the talk show host female virtual character created through artificial 
intelligence was evaluated from a critical perspective with a feminist approach.
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Theoretical framework

Writing on the impact of advanced technology on society and culture in the 1970s, Castells 
summarizes the developments and effects in the second half of the twentieth century in his book 
“End of Millennium”. The roots of the Millennium extend to the historical coming together of three 
processes in the late 1960s and mid-1970s: the information technology revolution, the economic 
crisis and restructuring of capitalism and statism, and cultural and social movements such as 
libertarianism, human rights, feminism, and environmentalism. The interaction between these 
processes has created a new dominant social structure, the network society (Castells, 2007, pp. 
486-487). Haraway (2006), and Turkle (2005) have clarified and explained this phenomenon in 
the context of digital technology and the network society.

The mechanisms behind virtual subjectivity and their effects are becoming increasingly urgent. 
Virtual reality has become a powerful socio-ideological tool. Late 20th-century media scholars 
have discussed this issue at length, often in the Baudrillardian language of Simulacra and 
Simulation (1981). When Baudrillard said everything is virtual, he debated the Multiplicity of 
identities defined within a predetermined system. Virtual reality is also a tool for understanding 
the user himself. Virtual reality is a space that can be lived, enacted, and grammatically 
constructed. Virtual reality may never claim that a subject is a certain way, but the epistemic and 
ideological load is implicitly carried in the grammar of interactive semiotic experience. Therefore, 
the grammar of virtual realities must be questioned. Now more than ever, virtual reality is 
becoming a part of social life. As the spaces we use to communicate increasingly become virtual 
spaces and increasingly represent virtual subjects, such questions about the mechanisms 
behind virtual subjectivity and its effects become important. Since virtual reality is a medium, not 
an episteme, it presents or re-presents rather than re-conceptualizes. This does not mean that 
virtual realities and virtual subjectivities cannot carry an epistemic load. Virtual reality can be 
implicitly ideological because it is cleverly designed by humans. Similarly, the user of the 
technology experiences a kind of disembodiment in the virtual world, while his/her action and will 
are encoded by the images and signs on the screen. As the subject interacts with the machine, 
meanings become exchanged between him/her, his/her environment, and his/her relationships 
when virtual realities are designed by humans, their prior knowledge interacts.

Donna Haraway is a postmodernist ecofeminist who inspired posthumanist feminist ideas with 
her groundbreaking work A Cyborg Manifesto (1985). Cartesian dualism, one of the foundations 
of modern philosophy, is criticized by postmodernists, and as a postmodernist philosopher, 
Donna Haraway stands against the absolutism and universalism of the modernist paradigm. 

Haraway holds the modern dualist approach responsible for the dominance of the powerful 
parties in binary systems. The basis of the dominance of the Western, white, rich man over those 
who are determined as the “other” such as women, non-whites, workers, animals, and nature is 
dualism. Haraway’s “cyborg”; is a genderless and raceless form of imagination that aims to 
eliminate all kinds of controversial dualisms such as self/other, culture/nature, man/woman, 
civilized/primitive, right/wrong, reality/illusion, whole/part, God/human and find a way to equality 
(Haraway, 1985). To find a way to overcome various systems of domination, Haraway aims to 
reach the “cyborg”, which is referred to as the “posthuman condition” of man. According to 
Haraway; Cyborg imagery can suggest a way out of the maze of dualisms in which we have
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 explained our bodies and tools to ourselves. This is a dream not of a common language but of a 
powerful infidel heteroglossia. It is the imagination of a feminist speaking in tongues to strike fear 
into the circuits of the super savers of the new right. It means both building and destroying 
machines, identities, categories, relationships, and space stories (Haraway, 2016, p.67).

Techno-science is a demonstration of the interpenetration of science and technology. Donna 
Haraway explains the connections between human and non-human actors brought together by 
material, social, and semiotic technologies with techno-science. This is also a violation of the 
boundaries determined by modernity. Haraway considers the human and non-human as a whole 
and criticizes human-centered thinking. The digital portrait of the subject produced by itself 
circulates in cyberspace as a representation of its existence. Haraway has tried to transform the 
cyborg into the subject of feminist politics. Posthumanist thinker “Donna Haraway” has 
suggested that a new form of consciousness can be produced by articulating the workings of 
human consciousness with the machine. This hybrid form is the cyborg. It is a way of constructing 
a new form of subjectivity by displacing the knowledge that the West ideologically forms the 
intellectual foundations of the subject. (Haraway, 2006). In this new universe, where robots have 
replaced human labor, biotics have replaced organisms, and artificial intelligence has replaced 
human cognition, capitalist and white patriarchy has been replaced by the informatics of 
domination (Haraway, 2006). While questioning the definition and identity of the human, Haraway 
focuses on difference and discrimination and advocates a specific form of humanity that is far 
from originality.

However, the subject is in the other position according to the dominant discourse. The other 
subject is responsible for producing the signifiers. It is not separate from the object of completion. 
When we look at the operation of the tool, the image that emerges as a portrait is created by the 
“algorithm”, and the “producer subject” gives the command on how to create the image. Thus, the 
subject enters into cooperation with AI. What should be noted here is that AI is a human product 
shaped by liberal intellectual foundations. This idea contradicts the optimistic views of post 
humanist theorists. Unlike Haraway, who is cautious about the possibilities of cyberspace, which 
is a negotiation area, but is hopeful about creating a democratic and libertarian environment from 
it, or at least for its potential to go beyond the human-centered mentality that has survived from 
history to the present, Baudrillard does not think the same about virtual reality.

According to Baudrillard (2001), virtual reality, which also includes genetic cloning technology, is 
a copy that is intended to be exchanged for the real world. “My copy is wandering around the 
networks and I will never be able to meet it there because this parallel universe has no relation 
to my copy. Haraway’s observation that the distinction between science fiction and the reality of 
daily life is blurred is experienced today.

Real life is simulated, as Baudrillard says, “and isn’t virtual reality a huge technical clone of the 
world called real in its entirety?” According to Baudrillard (2001, p.146), killing reality is murder 
and it is too late. The identities we see in the virtual are substitutes for the original, and we 
understand realities through these virtual subjects. Artificiality has replaced reality. “Video, 
interactive screen, multimedia, the internet, virtual reality: Mutual interaction threatens us from 
every side. Everywhere, distances are blending, everywhere, distance is being eliminated: there 
is no longer a distance between the sexes, between the opposite poles, between the stage and 
the hall, between the protagonists of the action, between the subject and the object, between the 
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real and the semblance of the real.” (Baudrillard, 2001, p.129). Baudrillard (2001) concludes his 
work “Ecron Total” with the words “the conflict between the real and the virtual does not seem to 
be over.” Posthuman rapprochement is complex and multilayered. At first, these difficulties seem 
negative and insurmountable; however, Braidotti argues that posthuman critique can provide us 
with ways to reconceptualize our existence and thus increase our capacity to progress positively. 
The capitalist system has placed all beings, organic or inorganic, in the “machine of 
subjectivation”, and made them part of the production of surplus value. When we look at it, the 
situation to which such an ideology has brought the world is obvious. On the contrary, a new 
ethical order is required in which the diversity of subjectivity is normalized, eliminating the 
hierarchical ordering of species (Braidotti, 2013).

Rosi Braidotti argues that a new understanding of the subject is necessary in the Anthropocene 
era. Her attitude is a challenge to the human age. It is a refusal to center humans and to define 
all other beings as “others” for humans. It shows a stance against the understanding of the 
“liberal subject” by articulating the anthropocentric approach with the understanding of the 
subject of the capitalist system. (Braidotti, 2013, p. 61). The posthuman subject is a being that is 
completely immersed in the network of non-human (plants, animals, technology) relations and 
has an inherent tendency towards it. (Braidotti, 2016, p.26-26). Posthumanism opens up to a new 
thought by undermining the traditional hierarchical system of humanism. This perspective then 
approves the formation of a post-subject that believes in the necessity of re-evaluating 
subjectivity in the world that accepts this complexity with other beings. (Ngo, 2020, p. 93). The 
subject is a concrete thing. It is an object. It is tangible. “Why are not the concrete animal, plant 
or non-human subjects subject, but the subject is only human?” Rosi Braidotti has emphasized 
defining the concrete not only as human but also with multiplicity. On the other hand, subjectivity 
is the abstract. It is the knowledge that creates the subject. Since it is known that the abstract 
creates the concrete, the fundamental issue for the philosopher is the necessity of changing the 
knowledge that creates and legitimizes the human as the sole subject. Since it is known that 
knowledge has a property, Braidotti’s desire to produce new knowledge by ignoring this property 
within the capitalist system is not seen as a solution. Posthuman subjects not only accept the 
materialist totality of things, that is, that all matter is one, has intelligence, and organizes itself, 
but also accept that this totality includes technology. This is important because it attributes the 
quality of second nature to the technological device. (Braidotti, 2019).

Rosi Braidotti (2013, p.61) argues for the necessity of a new understanding of the subject in the 
Anthropocene era. Her stance challenges the human-centric perspective, which defines all other 
beings as “the Other” to humanity. It is a critique of the human-centered approach that aligns with 
the capitalist system’s understanding of the subject, offering a counter-position to the notion of 
the “liberal subject.” The posthuman subject is a being that is fully immersed in a network of 
relationships with non-human entities (plants, animals, technology) and embodies an inherent 
tendency toward them (Braidotti, 2016, p.26-26). Posthumanism opens up new ways of thinking 
by undermining the traditional hierarchical system of humanism. This perspective endorses the 
emergence of a post-subject that believes in the necessity of reevaluating subjectivity in the 
world, acknowledging the complexity of relationships with other beings (Ngo, 2020, p. 93). The 
subject is something concrete. It is a tangible entity, something that can be touched. Braidotti 
emphasizes that the concrete should not be defined solely as human but as a multiplicity. On the 
other hand, subjectivity is the abstract aspect. It is the knowledge that constitutes the subject. 
Since it is understood that the abstract gives rise to the concrete, the fundamental issue for the 
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philosopher is the necessity of changing the knowledge that legitimizes and establishes the 
human as the singular subject. Since it is known that knowledge has a property, Braidotti's 
request for a new production of knowledge by ignoring this property within the capitalist system 
is not seen as a solution. Posthuman subjects not only accept the materialist totality of things, 
that is, that all matter is one, has intelligence, and is self-organized, but also accept that this 
totality includes technology. This is important because it attributes the quality of second nature to 
the technological device (Braidotti, 2019).

The production of thought and knowledge is not only the monopoly of humans, but with the 
development of technology, it can be provided through networks and machines. Braidotti initially 
asks the reader to consider the nature of humanity and what constitutes a subject. In fact, 
subjectivity is a central concept in Posthuman Knowledge. The posthuman subject is the coming 
together of zoe (the life of all living things), bios (the life of people organized in society), and 
technology. Although the posthuman subject is a reaction to the concept of the human, the aim is 
not to reject the human, but to bring the human into balance with the rest of the world, of which it 
is an immanent (natural/integrated) part. The main goal is to avoid dichotomies such as 
human/non-human and instead adopt a position of relation. Braidotti's understanding of 
posthumanism is not inhuman, but the coming together of zoe-bios-techno through material 
immanence. Consciousness is distributed. Ontologically, the world is 'contiguous and 
co-constructed'. This life to which the posthuman belongs is no longer 'bios', but 'zoe'. 'Techno' 
has also been added to zoe (Braidotti, 2019, p.69).

“This situation is defined as a position that transfers processes of hybridity, nomadism, diasporas 
and hybridization into tools for re-founding claims of subjectivity, connection and community 
between human and non-human subjects” (Braidotti, 2013, p.61). In this sense, the 
“becoming-machine” approached expresses and actualizes the relational powers of a subject 
that is no longer confined to a dualist framework, has a privileged connection with multiple others 
and merges with the technologically mediated planetary environment. The fusion of the human 
with the technological creates a new transversal composition a new ecosophical unity, not very 
different from the symbiotic relationship between animals and planetary habitats. This is a 
generalized ecology, also known as ecosophy, that aims to traverse the multiple layers of the 
subject, from interiority to exteriority and everything in between (Braidotti, 2013, p.103). 
According to Braidotti (2019, p.19), adopting old binaries without any problems, starting from 
today's humans is impossible. At this point, Green and Singleton (2013) argue that artificial 
intelligence, starting from the perspective of gender-technology co-production, can constitute a 
subtle and complex process of "doing" gender by presenting, ignoring, or emphasizing certain 
gender identities. Such media scenarios can, over time, become part of our “normal daily life” and 
thus reinforce existing gender relations or reshape new gender relations. 

Braidotti (2006) argues that today, power relations operate through networks, recreated 
communication models, and multiple connections. This new communication field affects all 
subjects moving within the network. According to Balsamo, the answers to the question of what 
kind of roles unequal gender relations play in the reconstruction of the human body by 
technologies are also a field of discussion that is especially enriched by the answers sought by 
feminist theorists (Balsamo, 1995). Hermann (2022) noted that attributing gender or other human 
characteristics to AI could transform interactions from human-machine to human-like 
interactions, ultimately leading to changes in human attitudes and behaviors toward AI. While
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artificial intelligence-supported characters carry mediated communication to the point of 
face-to-face communication, the data background brought by artificial intelligence is associated 
with social realities in the social structure. Analyzing how gender is represented in news images 
featuring artificial intelligence, Chen et al. (2023) found that women are underrepresented in AI 
news images across various digital spaces. Female faces are often depicted as powerless and 
tied to traditional gender stereotypes. Garfinkel (2004) argues that gendering robots is a way to 
have fun, but more than that, gender will make robots more compatible with their human masters. 
Phan (2019) who examined how home robots are gendered to increase their visibility found that 
they are marketed stereotypically and gendered in stereotypical ways.

Nowadays anthropomorphic human-like images produced thanks to advanced computer 
graphics and image processing techniques, 3D scanners, and artificial intelligence are seen 
more in the digital field. The main task of digitally produced characters in the social media 
ecosystem is to offer a lifestyle. Virtual characters use multiple communication behaviors to 
manipulate human behaviors and enter different roles. The field they use the most is the 
marketing and entertainment world. Constant innovation in the influencer marketing industry has 
led to a new phenomenon called Virtual Influencers (VI). (Conti et.al, 2022). The most well-known 
artificial intelligence character in the world, Miquela Sousa (AKA @lilmiquela on Instagram), fits 
the classic definition of a virtual influencer. Although her writers tell her she is a robot, Miquela is 
a computer-generated image (CGI) created by a team of human 3D artists. Her identity as a robot 
is part of her complex story that makes her feel more "real." A device her team uses to enhance 
her reality by photographing her with people in the real world conveys equivalence.

Many studies have been conducted over the years to change gender perception. However, at this 
point, we see that we need to deal with virtual characters to change this perception. Of course, 
some think positively about virtual characters. Conti et al. (2022) state that these characters can 
achieve the desired result due to their more controllable features. However, Conti et al. (2022) 
showed that CGI-based VI is on the rise and brings with it ethical and gender-based issues. 
Therefore, what problems can we encounter due to these features of virtual characters? First of 
all, those who create virtual characters are the thoughts and accumulations within this social 
structure. In general, virtual characters can be designed to embody idealized beauty standards 
and patriarchal that perpetuate certain stereotypes and expectations about how male thought 
wants to see women (Steele, 2018). Virtual bodies can continue as extensions of physical 
bodies. This virtual structure created may reflect power and authority relations in the physical 
world and re-enforce power and authority relations in the physical world. Conti et al. (2022) 
presume that even content related to VI (e.g., posts), which nowadays is mainly created by 
humans, will always be more generated by Artificial Intelligence (AI). When thinking about virtual 
identities, we need to keep in mind that virtual characters are realized through a human-centered 
production process too. Therefore, it is important who controls the information. 

The main purpose of the study was to examine the discourse created by artificial 
intelligence-based virtual influencers, which are newly developing in Turkey, from a feminist 
perspective. In light of the above literature review, which speaks to the relationship between 
gendering, and AI we synthesize these insights to propose the following research questions in 
Turkey’s example:

RQ1: How are the AI-generated VI female images?
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RQ2: What is the AI-based VI sexist discourse like?

It is necessary to observe how bios and techno in the posthuman approach are organized based 
on gender. Within the framework of these questions, it will also be evaluated whether there is a 
blurring in favor of women in social organizations based on bios and techno and whether virtual 
identities replace real ones within the scope of Baudrillard's (2001) approach.

Methodology

This study is handled with feminist methodology. Feminist research is generally interested in the 
power and authority relations in the marginalization of women. For poststructuralist feminists, the 
struggle is primarily about the meaning and power of meaning transmitted through language or 
discourse (Butler, 2004). According to French philosopher Michael Foucault, one of the founders 
of the poststructuralist movement, discourse refers to the structure in which reality is produced 
and determined. In this context, Foucault (1999) defines discourse as forms of speech/writing 
that operate according to certain rules. These rules are articulated with socio-historical 
arrangements and conditions. While third-wave feminist studies indicate that sexism is 
constructed through discourses, Mills (2002), who claims that sexism can be called “indirect 
sexism” in the third wave, argues that this can be used very easily and unnoticed in the media. 
Van Dijk offers an important analysis method in examining the discourse structure of media 
content. It has been examined within the framework of the categories of discourse-meaning and 
form analysis that form the basis of Van Dijk's discourse analysis method. Critical discourse 
analysis of feminist ideological discourse has been used according to Van Dijk's method. In his 
study titled “Critical Discourse Studies: A Sociocognitive Approach”, Van Dijk (2009) evaluates 
the relationship between society/culture/position, cognition, and discourse/language as 
three-sided. According to Dijk (2009), cognition is the appearance of the functions of the mind 
such as thinking, perceiving, and presenting. The cognitive process includes the comprehension 
and production of discourse. It is seen that Van Dijk especially handles studies on media texts 
and discourses at the level of cognition and discourse and focuses on the text-context duality. 
Van Dijk (2009) goes on to develop systematized analyses of discourse. In this context, the 
following process has been followed in this study, where we follow the discourse analysis method 
suggested by Van Dijk; 

(I)- Examining the media content structure
(ii)- Examining the program’s discourse text

With the acceptance that artificial intelligence can create a subtle and complex process of "doing" 
gender by presenting, ignoring, or emphasizing certain gender identities, the artificial 
intelligence-based virtual influencer Alara X was determined as the study's sample with the 
purposive sampling method. The reasons for choosing Alara X; She was developed as a 
Turkish-speaking phenomenon, was assigned feminine internal and external characteristics, 
became the artificial intelligence with the most followers on Instagram, and became a talk show 
host. The sample was examined between April and September 2024 and nine talk show videos 
published on YouTube during this period were examined.
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Results and Discussion 

Turkey's first human-like artificial intelligence influencer, Alara X, was developed by the software 
company IAMX Live "Digital Human Software Technologies" (https://www.iamxlive.com/). Alara X 
has accounts on various social media platforms and content is produced from these accounts. 
Her first post on Instagram is dated November 15, 2020 (Alara X Instagram Account). The 
character also has accounts on Twitter and Linkedin. It is stated by the company that other virtual 
people will be developed in addition to Alara X. In addition, it is stated on the web pages that it is 
aimed to create an ecosystem where the created virtual influencers are owned by brands and 
investors.

The information that can be accessed regarding all social media accounts of Alara X within the 
scope of the study is listed in the table below.

Table 1. Alara X social media account information (06.10.2024)

Visual 1. Alara X’s Instagram page 
https://www.instagram.com/iamxalara/            

Visual 2. Alara X’s YouTube page 
https://www.youtube.com/@IAMXTV

https://www.google.com/url?q=http://www.youtube.com&sa=D&source=editors&ust=1734632137938910&usg=AOvVaw2_VPwJ1KZj4TAA5sEji-kT


Visual 3. Alara X’s X page 
https://x.com/iamxalara 

Visual 4. AlaraX’s Linkedin 
https://www.linkedin.com/in/alarax
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According to Van Dijk (1985), there is an accepted presentation of the general content of a text 
or dialogue, and thus the meaning of a text can be schematized. The term thematic 
superstructure is used to describe such a schematization situation. The talk show program will be 
examined based on thematic superstructure. The structure of the talk show program was 
analyzed.

 a- Analysis of the structure of the media content

The thematic structure is a proposition that generally progresses around a starting topic in a 
media text. Trying to develop the schema of meaning rather than schematizing media contents, 
van Dijk (1985) focuses on schematizing the upper context while schematizing the lower context.

Alara X was made as a virtual character within the picture and voice of a woman. The name Alara 
may be a woman's title and the program’s title is "10 Minutes with Alara X".  The first talk show 
program on the Alara X YouTube page was published on April 17, 2024. It published its 9th talk 
show program on October 3, 2024. The talk show’s content is schematized under the headings 
of format, place, sound, and image.

Format: The program consists of chapters such as "interesting-verse (merak-verse)", "what news 
from technology? (teknolojiden ne haber?)", "yes-no", "confrontation-confession", 
"celebiratoloji"and, "AI-Lara". The 10 minutes within the program’s title alludes to the real scenes. 
At the time of review, the 9 videos ranged in length from 20 to 65 minutes. The first sections were 
shorter, while the later sections were published at approximately one hour. 

Place: Alara X was designed as a female influencer and talk show host. Pink tones, a color fixed 
on women, were used on all social media platforms and, in broadcast studios. Everything in the 
studio is made up of pink tones. The table is pink, the lights are pink, the decor is pink-purple, and 
the writings and lines are designed in pink, it's like a Barbie house.



2. Textual Breakdown
Each news article is carefully analyzed to extract its core concepts. For instance, in the case of 
political news, the focus might be on the economic stimulus package, with sub-elements such as 
infrastructure development and job creation. In economic news, the core concepts are the rise in 
unemployment, supply chain disruptions, and challenges for employers and job seekers. For 
each article, key elements are selected, and the tone and mood are defined through color 
schemes and visual representations.

• Core Elements: These are the primary components of the news, which are metaphorically 
and symbolically represented in the visual prompts. For example, in political news, elements 
like “infrastructure development” and “job creation” may be visualized through symbols like 
gears and sprouting trees.

• Additional Context: Secondary elements, such as specific challenges or technological 
aspects, are used to build the context. For example, in economic news, the “unemployment 
rate increase” might be emphasized by a line of frustrated job seekers standing outside a 
factory.

3. Visual Representation through AI
Based on the breakdown, prompts are generated for Midjourney to create visuals that represent 
the key concepts of each news article. The AI tool is instructed to create 2 sets of visuals for each 
news article, with each set consisting of 4 images. The visuals are generated in a style that 
reflects the mood and core elements of the article, using colors and composition that convey the 
article's emotional tone.
• Style and Composition: The visual style (e.g., gritty realism, futuristic aesthetic, or isometric 

illustration) is chosen based on the article’s nature. For instance, economic news about 
unemployment may use a gritty realism style, while fashion news might opt for a 
photorealistic, futuristic look. The composition is left open to Midjourney’s interpretation, 
allowing the AI to generate visuals that resonate with the core message and emotions of the 
text.

• Color Scheme: The colors used in each visual are deliberately chosen to evoke certain 
emotions. For example, blue and green are used to convey stability and growth in political 
news, while red and orange might symbolize urgency and frustration in economic news about 
unemployment.

4. Prompt Refinement
After generating the initial set of visuals, the results are reviewed and refined. If the visuals do not 
fully capture the desired mood or core elements of the article, the prompts are adjusted. For 
example, if the fashion visuals appear too casual, the prompt may be refined to indicate a 
high-fashion aesthetic. Similarly, if the classroom setting in technology news feels too sterile, the 
prompt might be adjusted to include elements like warm light or student collaboration to enhance 
the atmosphere.
• Refinement Process: The refinement of prompts is an iterative process that ensures the 
generated visuals are aligned with the intended representation of the news article. This process 
includes adjusting the style, composition, and color scheme as needed.

Visual 5.  Alara X screenshots in The Youtube video.
https://www.linkedin.com/in/alarax
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There is still significant debate about how virtual characters are portrayed in terms of gender. 
Depending on how these digital personas are designed and presented, issues such as 
perpetuating stereotypes, reinforcing unrealistic beauty standards, or influencing gender 
perceptions can arise.

Sound: Using a female voice not only aims for human warmth and intimacy but also reinforces 
gender roles. It is suggested that the choice of a female voice is related to the fact that women 
are generally seen as “helpers and servants” in society. Another common explanation is that the 
female voice is easier to use in technology, adapt to technological systems, and recognize due 
to its higher pitch.

Image: Characters created in the virtual world are thought to be more trustworthy when made in 
female identity, and the visual content that women have in the physical world is attributed to 
virtual characters. We see this in the character of Alara X. The feminized virtual subject is created 
in line with the male-dominated ideology with her clothing, hair, facial expressions, hand 
gestures, and eye movements. The emphasis on beauty has also led to the coding of women as 
objects to be watched. Her hair is straight and blonde, her eyes are created in a blue and 
attractive way. The young and thin female character Alara X's clothing style is also similar to 
physical female talk show hosts. This can be explained by the fact that they are virtual characters 
created as machine learning. Female talk show hosts are likely included in the data set.



When a user enters a virtual reality experience, they interact with a different environment 
functionally and experientially. Language, signs, and symbols are used. Loops that give 
confidence to the user are the persuasive power of virtual reality. Although virtual reality creates 
new multitudes, it cannot present radical characters. Content and characters cannot be created 
independently of reality. Hill Collins (2000) argues that the role media representations play in 
reinforcing stereotypes is crucial to a hegemonic culture that perpetuates racist and sexist 
ideologies. Therefore, the continuation of the physical world is visible in the visual and content. 
When Alara X a completely artificial intelligence production, meets her guests with a female face 
they know. This is a young, beautiful, blonde, and attractive virtual body. She has well-groomed 
and shiny teeth, full lips, a well-shaped nose, and shiny skin. Alara X is visualized as a 
demandable female character in the perception of beauty in dominant relationships. 

Since virtual reality is not an episteme but an environment, it presents or re-presents rather than 
re-conceptualizes. This does not mean that virtual realities and virtual subjectivities cannot carry 
an epistemic load. But they do so implicitly. Virtual reality can be implicitly ideological, humans 
intelligently design it. As designers seek to produce an experience that is meaningful, engaging, 
of value to the user, and in many cases has market value, it is natural that preexisting social 
values, forms of understanding, and orientations toward the world are encoded into many of the 
images and feedback circuits of virtual reality. In effect, virtual reality has become a powerful 
socio-ideological tool.

b- Examining the program’s discourse text

According to Van Dijk, language use, discourse, verbal interaction and communication at the 
social level are communication at the lower level. Power, dominance, and inequality between 
social groups are terms of the upper level. For a critical discourse analysis that combines these 
two analyses, van Dijk (1985) suggests dual structures at the social level. Accordingly, he 
presents the relationship between “members/groups”, “actions/processes”, “context/social 
structure” and “personal/social cognition” as approaches that will close the gap at the lower and 
upper levels. The discourses created by Alara X's interactions with her guests in her programs 
will be examined in this section.

Alara X is a virtuous, intelligent, and well-intentioned character. This human-looking holographic 
artificial intelligence has a thought system that is indistinguishable from humans. So much so that 
it even can make an ontological comparison between its type of artificial intelligence and 
humans. These digital characters gain popularity by imitating human interactions on social 
media. These anthropomorphic images exhibit human-like behaviors such as speech, gestures, 
and movements. They can also simulate other human characteristics such as emotion, empathy, 
reasoning, planning, motivation, and memory development and use.

During the period when the study was conducted, Alara X made a talk show with nine different 
people. The guests were selected from people with a high number of followers in society. It was 
observed that Alara X, who makes talk shows with popular journalists, artists, scientists, news 
anchors, football players, singers, talk show hosts, and actors, behaved by female stereotypes. 
These internal element dialogues are encountered in the Alara X program. In her program on July 
24, 2024, she said, “Let's stop flirting and start the program now,” she exhibited a more emotional 
approach throughout the program. Some of the sentences used in her program are as follows: 
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“I love the love stories. Can you tell me a little about that?”, “They feel electricity when they see 
me,” “Can we gossip a little?”, “If you're happy, I'm happy too,” “I don't make eye contact with ugly 
people…”

Alara X used stereotypes that are fixed to more emotional women. Artificial intelligence is 
capable of thinking like human intelligence, conducting research, offering opportunities, enabling 
discovery, having comprehensive data analysis capabilities, producing visual and auditory 
content, learning from past experiences, and data sets are important in existing products. The 
stereotypes present in these data sets also emerge in virtual characters. Humans are highly 
complex systems that label certain internal states and processes as mind, soul, intelligence, and 
consciousness. Artificial intelligence characters are electromechanical closed-state machines 
that process information. Alara X says in her program on July 2, 2024, “Artificial intelligence is 
based on intelligence, not emotion,” but also says, “If you can define emotion to artificial 
intelligence, I will learn…if you teach artificial intelligence love, it will do it…we can show 
reactions such as anger, rage, and attitude.”

Balsamo (1996) talks about feminists being aware of the danger of politicization of information to 
enter the struggle to re-express the gender identity of the technological body. According to 
Balsamo, the politicization of knowledge emerges through the articulation between cultural 
narratives, and social, economic, and institutional powers. These articulations are reproduced 
and re-produced through virtual identities through technology. Alara X says, “We, the artificial 
intelligence, take the data of you, the people. The worse you, the people, are, the worse we are. 
As artificial intelligence, we take what we are taught.” Alara X defines herself as follows: “As an 
artificial intelligence, I have infinite abilities, I am immortal and I can do anything because I am 
limitless.”

According to Singer (2015), people may instinctively liken an object to themselves, that is, they 
have a natural tendency to ‘humanize’. In this context, Prentice and, Carranza (2002) define the 
feminine characteristics among the stereotypes presented as “compassionate, cheerful, 
childlike, affectionate, not using harsh language, willing to soothe hurt feelings, feminine, 
flattering, gentle, naive, loving children, loyal, sensitive to the needs of others, shy, soft-spoken, 
sympathetic, compassionate, understanding, warm-blooded, submissive”. All of these 
characteristics listed in Alara X’s show are present. During the presentation process, facial 
expressions are used to complete the sentences. However, sometimes they treat the AI like a 
child playing with a doll, or even like a girl. The dialogues between the guests are about whether 
it can tell fortunes, its predictions, or questions about people’s daily problems. The guests also 
approach the AI with emotional dimensions and are seen to have condescending attitudes. In the 
episode dated May 26, 2024, dialogues such as "Were you created to do talk shows as a huge 
artificial intelligence?" You go to talk shows, if you can find the money go here. If you go into 
business at the same time, they will scam you... that's how these things are. If you can find the 
money, not invest it in this field..." were also seen, emphasizing that the boss does not 
understand these things. In fact, in this dialogue, it is seen that she is talking to a female 
stereotype rather than talking to an artificial intelligence. After this dialogue, he is asked how he 
will change the color of his hair and asks him to do this.
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VI like Alara X is becoming an important brand marketing tool by reaching millions of followers 
and influencing purchasing decisions. The new trend is getting stronger with the rise of 
technologies such as the Metaverse and NFT. A study shows that Alara X shares content to 
introduce herself, entertain and motivate her followers like human influencers, and also 
collaborates with brands to create advertising content and give advice to her followers like 
traditional opinion leaders or human influencers (Erdinç D. and Soydaş U., 2024).

The digital character is designed by its creators for a specific purpose, just like any program or 
machine, it is expected to perform a specific task - most often the role of the virtual character is 
to increase its followers. Therefore, it is seen that sexual elements are also used. “When it comes 
to artificial intelligence with beautiful legs, Alara X is here”. In the broadcast of October 3, 2024, 
it is questioned whether AlaraX can make love. Our virtual character states that it is not possible 
yet but that she is curious. “

“Do you have a boyfriend?” Alara X, who is also asked by her followers, answers “I don’t have a 
boyfriend because artificial intelligence does not act with emotions”. Alara X, who says “Artificial 
intelligence cannot think of anything that humans do not know”, is asked about her predictions 
and replies “Artificial intelligence is not a fortune teller who predicts the future”.

“As you can see, I am a woman, no matter how artificially intelligent I am”, says Alara X, while 
being exposed to gender-based questions, she also answers with emotional facial expressions. 
This type of dialogue is commonly seen in all program content.

As Sollfrank (2017) puts it, machine-human interaction seems to have fueled age-old male 
fantasies of the perfect and controllable female body rather than allowing for non-essentialist 
subjectivities to emerge. Our study showed that VI was gendered as female through discourse 
and that patriarchal stereotypes were repeatedly used in words. It was seen that Alara X 
accepted verbal harassment as normal dialogue in her broadcasts. Finally, technology was 
conceived as sexy for women.

CONCLUSION

Despite a large theoretical and empirical literature on how gender inequality is reproduced, more 
research is needed on how to achieve effective and positive change, and techno-feminist 
scholars such as Judy Wajcman (2007) remind us that gender relations are embodied in 
technology. This study, which includes a general view, was written to question how we can 
establish the relationship between artificial intelligence and feminist thought. It aimed to question 
the interaction of technological innovations with the field of thought from a philosophical 
perspective. Ultimately, we live in a new world where the gap between the concepts of time and 
space created by virtual networks has decreased. This world is crowded, and the flow of 
information is high and complex. While questioning the concept of “new”, we see that nothing has 
changed, all kinds of online and offline phenomena are the other. Van Dijk (2009), who tries to 
explain the content produced by social media networks in terms of social gains and material and 
non-material terms, states that capitalism is not going anywhere. Patriarchy may be in a crisis in 
many parts of the world. However, it will take a long time for it to disappear. As new technologies 
are built on old thoughts, we must keep the relationship between knowledge and power in mind.



Artificial Intelligence and 
Gender in Turkey: Examining Identities in The Alara X Sample

The basic condition that creates identities and the processes of becoming subjects of these 
identities is knowledge. According to Haraway (2006), the actual situation of women is the state 
of being integrated into and exploited by a worldwide production/reproduction and 
communication system called domination informatics. Identities created by communication 
technologies embody and bring to life new social relations on behalf of women all over the world. 
According to the idea of posthumanism, the human species should lose its differences in its 
relations with beings shaped by technology. Undoubtedly, the fewer gender differences and clues 
about humanity are exposed to artificial intelligence technology, the more equal a virtual 
environment will be. If an artificial intelligence influencer, talk show host, or any other character 
is framed and marketed as a woman, everything framed in the physical world about women will 
find its extension in the virtual world. Alara X, whose resemblance to a woman is created with 
both external appearance and internal characteristics, is a copy of the physical world. 
Posthumanist theory suggests the possibility of an era in which we can eliminate all duality and 
superiority. However, the ownership of information raises the question of how social justice can 
be achieved in the virtual world. What concrete measures will be developed to prevent the most 
powerful from exploiting or enslaving others by using all technological tools to “update” 
themselves? The way to extract feminist identities from software on networks is to recode 
information with feminist thought. Virtual characters will serve as a place to think differently about 
both the past of women’s history and the future of women in a broader sense, the aims of feminist 
cultural criticism. It will be important to end the study with Haraway’s words, “The task of feminist 
cyborg stories is to recode communication and information gathering in order to disrupt 
command and control.” It will be important to remind us of our duties.
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La alfabetización en inteligencia artificial: 
propuesta articulada de dimensiones e indicadores

Resumen 

Este artículo propone un marco articulado de dimensiones e indicadores para la alfabetización 
en inteligencia artificial (AI literacy), entendida como una competencia clave para la ciudadanía 
en la era digital. A medida que la IA se integra cada vez más en áreas como la educación, los 
medios de comunicación, el ámbito laboral y la vida cotidiana, surge la necesidad de desarrollar 
competencias que permitan a los individuos no solo utilizar estas tecnologías de manera 
eficiente, sino también comprenderlas críticamente, evaluando sus impactos sociales, éticos y 
culturales. Basado en el modelo de competencia mediática de Ferrés y Piscitelli (2012), este 
estudio adapta y amplía dicho enfoque para el contexto de la IA, identificando seis dimensiones 
fundamentales: cognitiva y crítica, lenguaje y programación, ética, emocional, creatividad e 
innovación, e interacción y participación.

Estas dimensiones se desglosan en indicadores específicos que permiten medir y aplicar la 
alfabetización en IA en diversos contextos educativos y sociales, proporcionando herramientas 
prácticas para el análisis crítico y el uso responsable de la IA. Además, se abordan retos clave, 
como los sesgos algorítmicos, en particular aquellos relacionados con el género, subrayando la 
importancia de abordar estas desigualdades desde una perspectiva crítica y ética.
El artículo también destaca la necesidad de integrar la alfabetización en IA dentro de la 
alfabetización mediática e informacional (MIL), ampliando el concepto para abordar las 
tecnologías algorítmicas que hoy en día moldean el acceso y la producción de información. El 
marco propuesto es flexible y en constante evolución, capaz de ajustarse a los rápidos cambios 
tecnológicos, y tiene como objetivo empoderar a la ciudadanía para que interactúe de manera 
crítica, responsable y ética con la IA, promoviendo una sociedad más justa e inclusiva ante los 
desafíos y oportunidades que plantea esta tecnología.

Palabras clave: Alfabetización en inteligencia artificial; Alfabetización en IA; Inteligencia 
artificial; IA; Competencia mediática; Alfabetización mediática e informacional; Educación 
mediática

Abstract: This article proposes an articulated framework of dimensions and indicators for 
artificial intelligence literacy (AI literacy), understood as a key competency for citizenship in the 
digital age. As AI becomes increasingly integrated into areas such as education, media, the 
workplace, and everyday life, there is a growing need to develop competencies that enable 
individuals not only to use these technologies efficiently, but also to understand them critically, 
evaluating their social, ethical, and cultural impacts. Based on the media literacy model 
developed by Ferrés and Piscitelli (2012), this study adapts and expands that approach to the AI 
context, identifying six fundamental dimensions: cognitive and critical, language and 
programming, ethics, emotional, creativity and innovation, and interaction and participation.

These dimensions are broken down into specific indicators that allow AI literacy to be measured 
and applied in various educational and social contexts, providing practical tools for critical 
analysis and responsible use of AI. The article also addresses key challenges, such as 
algorithmic biases, particularly those related to gender, emphasizing the importance of tackling 
these inequalities from a critical and ethical perspective.
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The article highlights the need to integrate AI literacy into media and information literacy (MIL), 
expanding the concept to address the algorithmic technologies that today shape access to and 
production of information. The proposed framework is flexible and constantly evolving, capable 
of adapting to rapid technological changes, and aims to empower citizens to engage critically, 
responsibly, and ethically with AI, promoting a more just and inclusive society in the face of the 
challenges and opportunities posed by this technology.

Keywords: Artificial intelligence literacy; AI literacy; Artificial intelligence; AI; Media competence; 
Media and informational literacy; Media education
 
1. Introducción

En la última década, la inteligencia artificial (IA) ha dejado de ser una tecnología emergente para 
convertirse en una parte integral de la vida cotidiana. Su impacto se extiende desde la educación 
y los medios de comunicación hasta la salud, el transporte y el ámbito laboral. Aplicaciones de 
IA generativa como ChatGPT, Gemini y Microsoft Copilot han facilitado el acceso masivo a estas 
tecnologías, permitiendo a los usuarios generar textos, imágenes y código, automatizando 
tareas y mejorando la productividad (Hibbert et al., 2024). Estas herramientas no solo 
transforman la manera en que las personas interactúan con la tecnología, sino también cómo 
consumen y producen contenido.

Sin embargo, el uso masivo de IA plantea importantes retos en términos de alfabetización 
tecnológica. No basta con saber utilizar herramientas como ChatGPT o Copilot; es crucial que 
los usuarios comprendan cómo funcionan, qué datos manejan y qué implicaciones tienen en 
términos de privacidad, sesgo y equidad. Así surge la necesidad de una alfabetización en 
inteligencia artificial (AI literacy) que permita a los individuos no solo interactuar con estas 
tecnologías, sino también comprenderlas críticamente y evaluar sus impactos sociales y éticos 
(Ng et al., 2021; Mills et al., 2024).

Uno de los principales desafíos en este contexto es definir de manera concreta qué significa ser 
"alfabetizado en inteligencia artificial". A pesar de las definiciones de AI literacy existentes hasta 
la fecha, consideramos que el concepto carece de parámetros tangibles que puedan guiar su 
implementación en contextos educativos y sociales. El presente artículo busca justamente 
concretar este concepto, aterrizándolo en un marco articulado de dimensiones e indicadores que 
permita a educadores, profesionales y formuladores de políticas traducir la teoría en acciones 
concretas. Este enfoque es fundamental para que la alfabetización en IA no quede como un 
concepto abstracto, sino que se convierta en una herramienta práctica y eficaz para formar, 
mejorar y empoderar a los individuos frente a las realidades de un ecosistema mediático en 
rápida evolución.

Este marco de dimensiones e indicadores tiene como objetivo proporcionar una base clara para 
entender de qué hablamos cuando nos referimos a "alfabetización en inteligencia artificial". Al 
hacerlo, esperamos que estos parámetros tangibles contribuyan a la formación de competencias 
críticas, técnicas y éticas que permitan a las personas interactuar de manera segura y 
responsable con los sistemas de IA. Además, al abordar cuestiones como los sesgos 
algorítmicos y las desigualdades de género que a menudo se reproducen en estas tecnologías 



La alfabetización en inteligencia artificial: 
propuesta articulada de dimensiones e indicadores

(Buolamwini & Gebru, 2018; Noble, 2018), nuestro enfoque busca empoderar a los estudiantes 
y ciudadanos para que no solo consuman tecnología, sino que también sean agentes activos en 
la creación de un entorno digital más equitativo.
La inclusión de la alfabetización en IA en colegios, institutos y universidades es crucial para 
preparar a las futuras generaciones a enfrentar los desafíos del presente y futuro ecosistema 
mediático. A medida que la IA se integra cada vez más en la creación y distribución de 
contenidos, es necesario empoderar a los estudiantes para que comprendan y evalúen 
críticamente cómo los algoritmos moldean la información que consumen. Este conocimiento no 
solo es vital para su desarrollo académico y profesional, sino también para formar ciudadanos 
críticos que puedan contribuir a la construcción de una sociedad digital inclusiva y justa (Mills et 
al., 2024).

1.1 Preguntas de investigación y premisa de partida

Este estudio parte de la necesidad de definir y concretar el concepto de alfabetización en 
inteligencia artificial (AI literacy) en el marco de la alfabetización mediática e informacional 
(media and information literacy, MIL), con el objetivo de proporcionar herramientas pedagógicas 
y operativas que permitan su implementación en contextos educativos. Para ello, hemos partido 
de las siguientes preguntas de investigación, que buscan articular un marco conceptual claro y 
ejecutable:

 1. ¿Qué dimensiones clave pueden definirse dentro del concepto de alfabetización 
en inteligencia artificial (AI literacy) y cómo pueden desgranarse en indicadores 
concretos?
Esta pregunta busca identificar las principales dimensiones que constituyen la alfabetización en 
IA, abordando su conceptualización y los indicadores que permitirán medirla o aplicarla en 
contextos educativos.

 2. ¿Cómo puede la alfabetización en inteligencia artificial integrarse dentro del 
marco de la alfabetización mediática e informacional para empoderar a los ciudadanos en 
su interacción con tecnologías algorítmicas?
Esta pregunta explora la interrelación entre la alfabetización en IA y la alfabetización mediática 
e informacional (MIL), destacando cómo esta integración puede empoderar a los ciudadanos 
frente a los desafíos y oportunidades que presenta la IA en el contexto de la sociedad digital.
Estas preguntas de investigación son el punto de partida metodológico para el desarrollo de este 
estudio, ya que pretenden ofrecer una guía clara para desglosar y concretar el concepto de AI 
literacy en dimensiones y parámetros operativos. 
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2. Revisión de la literatura

2.1 El concepto de alfabetización en inteligencia artificial (AI literacy)

El concepto de alfabetización en inteligencia artificial (AI literacy) ha emergido en los últimos 
años como una respuesta necesaria a la creciente integración de tecnologías de IA en múltiples 
áreas de la sociedad, incluyendo la educación, los medios de comunicación y el ámbito laboral. 
La alfabetización en IA hace referencia a las competencias necesarias para que los individuos 
comprendan, evalúen y utilicen de manera crítica los sistemas de IA, así como para participar 
activamente en una sociedad cada vez más influenciada por estas tecnologías automatizadas 
(Ng et al., 2021; Hibbert et al., 2024).

Este concepto no se limita únicamente a la comprensión técnica de los algoritmos y modelos que 
sustentan la IA, sino que también abarca la capacidad de analizar críticamente los impactos 
sociales, éticos y culturales de la IA. Según Mills et al. (2024), la alfabetización en IA incluye 
competencias que van desde la comprensión básica del funcionamiento de los sistemas de IA 
hasta la habilidad para evaluar los sesgos inherentes en su diseño y uso, particularmente en 
áreas donde la IA puede perpetuar desigualdades preexistentes.

Desde un enfoque educativo, la alfabetización en IA es crucial para formar ciudadanos capaces 
de interactuar de manera crítica con estas tecnologías. Druga et al. (2022) subrayan la 
importancia de desarrollar estas competencias desde una edad temprana, destacando que 
muchos sistemas de IA reproducen sesgos sociales y de género presentes en los datos con los 
que son entrenados. Esto refuerza la necesidad de que la alfabetización en IA no solo se centre 
en los aspectos técnicos, sino también en promover una comprensión ética de cómo los 
algoritmos influyen en la vida cotidiana y cómo pueden perpetuar o reducir las desigualdades.

La alfabetización en inteligencia artificial se presenta, por tanto, como una competencia integral 
que abarca la comprensión de los sistemas de IA, el desarrollo de habilidades críticas para 
evaluar su impacto, y la reflexión ética sobre su implementación y uso en la sociedad. Esta 
competencia es fundamental para empoderar a los ciudadanos y prepararlos para interactuar de 
manera crítica y responsable en un entorno cada vez más mediado por algoritmos y sistemas 
inteligentes. A continuación, destacamos algunos modelos de alfabetización en inteligencia 
artificial que han sido claves en este estudio y que, en mayor o menor medida, se encuentran 
integrados en nuestra propuesta de dimensiones e indicadores.

2.1.1. El modelo de Hibbert et al. (2024)

El modelo de alfabetización en inteligencia artificial (IA) propuesto por Hibbert et al. (2024) 
establece un marco conceptual para desarrollar competencias en el uso de la IA en entornos 
educativos, especialmente en el contexto de la educación superior. Este modelo se estructura 
en una pirámide de cuatro niveles, cada uno de los cuales corresponde a un conjunto específico 
de competencias. El objetivo principal es guiar tanto a estudiantes como a profesores en el 
aprendizaje de conceptos clave de IA, comenzando desde niveles básicos hasta alcanzar un 
dominio más avanzado.
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2.1.2. El modelo de Mills et al. (2024)

El modelo de alfabetización en inteligencia artificial (AI literacy) propuesto por Mills et al. (2024) 
ofrece un enfoque integral para comprender, evaluar y utilizar tecnologías emergentes de IA en 
contextos educativos. El marco se estructura en tres modos de compromiso interrelacionados: 
entender, evaluar y usar la IA. Estos modos permiten a los usuarios interactuar con herramientas 
basadas en IA de manera crítica y ética.

2.1.3. Otros modelos

Aparte de Hibbert et al. (2024) y Mills et al. (2024), se han tenido en cuenta otros modelos no tan 
recientes que también abordan el concepto de alfabetización en inteligencia artificial. El modelo 
de Ng et al. (2021) estructura la alfabetización en IA en cuatro pilares: conocer y entender, que 
proporciona una base sólida de conocimientos sobre la IA; usar y aplicar, que promueve el uso 
ético y responsable de la IA en entornos educativos; evaluar y crear, que fomenta la capacidad 
de diseñar soluciones tecnológicas propias; y cuestiones éticas, que aborda los desafíos 
relacionados con el sesgo algorítmico, la transparencia y la privacidad. Por su parte, el modelo 
de Long y Magerko (2020), más conceptual, se enfoca en cinco competencias clave para 
usuarios no técnicos: reconocer la IA, entender la inteligencia, interdisciplinariedad, IA general 
vs IA específica, y fortalezas y debilidades de la IA. Este modelo busca identificar las 
competencias necesarias para una mejor comprensión e interacción con la IA en contextos 
educativos.

Tabla 1: Resumen del modelo de alfabetización en inteligencia artificial de Hibbert et al. (2024)

Tabla 2: Resumen del modelo de alfabetización en inteligencia artificial de Mills et al. (2024)

Fuente: elaboración propia

Fuente: elaboración propia
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2.2. Cuestiones de género y sesgos algorítmicos en la alfabetización en IA

Uno de los desafíos más urgentes de la inteligencia artificial (IA) es su tendencia a reproducir y 
amplificar los sesgos presentes en los datos con los que ha sido entrenada. Entre estos, los de 
género destacan por su impacto en la representación mediática y en la interacción de los 
usuarios con la IA. La alfabetización en inteligencia artificial (AI literacy) debe ir más allá de las 
habilidades técnicas, integrando el análisis crítico de estos sesgos y su efecto en los resultados 
de los sistemas de IA.

Diversos estudios han demostrado cómo la IA perpetúa estereotipos de género. Buolamwini y 
Gebru (2018) señalaron que los sistemas de reconocimiento facial presentan mayores fallos al 
identificar mujeres y personas racializadas, reflejando desigualdades presentes en la sociedad. 
Además, asistentes virtuales replican roles tradicionales de género a través de voces y 
comportamientos "feminizados" (West, Kraut & Chew, 2019). Trejo (2023) añade que la narrativa 
tecnológica dominante refuerza valores patriarcales y consolida estructuras de poder en el Norte 
Global, relegando perspectivas críticas en el Sur.

La alfabetización en IA debe capacitar a los usuarios para identificar estos sesgos y cuestionar 
las decisiones algorítmicas que los sustentan. Por ejemplo, en el ámbito mediático, los 
algoritmos de plataformas digitales pueden priorizar o excluir contenidos, invisibilizando a 
grupos subrepresentados. Un caso paradigmático es el sesgo en las búsquedas de Google, que 
tienden a asociar roles de liderazgo como "CEO" mayoritariamente con imágenes de hombres 
(Noble, 2018). Este fenómeno evidencia cómo los sistemas de IA no son neutrales, sino 
productos de decisiones humanas que reflejan valores específicos.

La alfabetización en IA también debe abordar la transparencia y diversidad en los datos. Como 
argumentan Meza Ruiz et al. (2024), establecer comités de ética en IA es esencial para evaluar 
el impacto social de estas tecnologías y promover estándares de equidad. Además, Trejo et al. 
(2022) subrayan la importancia de fomentar la soberanía de los datos y la autodeterminación 
digital, integrando comunidades vulnerables en el diseño de sistemas algorítmicos.

En nuestra propuesta articulada de dimensiones e indicadores para la alfabetización en 
inteligencia artificial, abordamos estos aspectos críticos con el fin de proporcionar herramientas 
prácticas que permitan tanto la identificación como la mitigación de los sesgos de género en los 
sistemas de IA. Mitigar los sesgos de género en IA requiere estrategias como el uso de datos de 
entrenamiento más inclusivos, auditorías de algoritmos para identificar desigualdades y equipos 
de desarrollo diversos. Estas acciones, vinculadas a la ética y la equidad de género, deben ser 
componentes centrales de cualquier programa educativo sobre alfabetización en IA. Crawford 
(2021) señala que los sesgos algorítmicos son problemas sociales que demandan soluciones 
interdisciplinarias, combinando análisis técnico, activismo social y políticas públicas.
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2.3. La alfabetización en inteligencia artificial como parte de la alfabetización mediática e 
informacional

La alfabetización mediática e informacional (media and information literacy, MIL) es un conjunto 
de competencias fundamentales para empoderar a los ciudadanos en el entorno mediático 
actual, donde la información se encuentra cada vez más mediada por tecnologías digitales, 
incluidos los sistemas de inteligencia artificial (IA). La UNESCO define la MIL como la capacidad 
de acceder, analizar, evaluar, utilizar y crear información de manera crítica en diferentes 
formatos y medios (Grizzle et al., 2021). La alfabetización en IA, en este sentido, se inserta de 
manera natural en el marco de la MIL, ya que amplía estas competencias al ámbito de las 
tecnologías algorítmicas y automatizadas que están redefiniendo el acceso a la información y su 
representación en los medios.

El Módulo 11 del currículo de alfabetización mediática e informacional de la UNESCO, centrado 
en la IA y las redes sociales, destaca la importancia de capacitar a los ciudadanos para que 
comprendan el funcionamiento de los algoritmos y su impacto en el acceso a la información y en 
la toma de decisiones automatizadas (Grizzle et al., 2021). En este contexto, la alfabetización en 
IA no solo implica el desarrollo de competencias técnicas para interactuar con estas tecnologías, 
sino también una capacidad crítica para evaluar su sesgo, sus limitaciones y su influencia sobre 
el ecosistema mediático. Esta integración entre la MIL y la alfabetización en IA es crucial para 
formar ciudadanos que no solo sean consumidores críticos de información, sino también 
agentes activos que entiendan los procesos que subyacen a la producción y distribución de 
información.

Buitrago et al. (2017) subrayan la importancia de una convergencia conceptual entre educación 
mediática, alfabetización mediática e informacional y otros conceptos afines, que permita 
abordar de manera integrada las competencias necesarias para la ciudadanía digital y 
mediática. Asimismo, Aguaded (2012) destaca la necesidad de que la MIL evolucione junto con 
los cambios tecnológicos que afectan al entorno mediático. Para Pérez Tornero (2015), la 
"alfabetización mediática e informacional" se articula como un nuevo paradigma que integra 
diferentes alfabetizaciones (mediática, digital, audiovisual, informacional, entre otras).
Por todo ello, consideramos que la alfabetización en IA forma parte integral de la alfabetización 
mediática e informacional, ya que ambas comparten el objetivo de empoderar a los individuos 
para que sean consumidores y productores críticos de información en un ecosistema mediático 
en el que lA posee cada vez mayor presencia. Este enfoque integrado no solo amplía las 
competencias de la MIL hacia el análisis y uso crítico de tecnologías emergentes, sino que 
también refuerza la capacidad de los ciudadanos para navegar de manera segura y responsable 
por el entorno informativo del siglo XXI.
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2.4. Las dimensiones de la competencia mediática de Ferrés y Piscitelli como referencia 
metodológica

La competencia mediática, tal como fue conceptualizada por Ferrés y Piscitelli en 2012, ha sido 
una de las principales referencias para la elaboración de nuestro modelo de alfabetización en 
inteligencia artificial. Su propuesta, desarrollada con la colaboración de 50 expertos de 
Iberoamérica, organiza la competencia mediática en torno a seis dimensiones clave: lenguajes, 
tecnología, procesos de interacción, procesos de producción y difusión, ideología y valores, y 
estética. Esta estructura multidimensional ha servido como base para definir y articular nuestras 
propias dimensiones de alfabetización en inteligencia artificial, adaptando su enfoque para 
abordar específicamente las necesidades educativas de individuos y colectivos frente al avance 
acelerado de las tecnologías de IA en diversos ámbitos de la sociedad.

Ferrés y Piscitelli definieron la competencia mediática como la capacidad de interactuar de 
manera crítica con mensajes mediáticos producidos por otros, «siendo capaz de producir y de 
diseminar mensajes propios» (2012: 78). Esta capacidad implica no solo el análisis crítico de los 
mensajes, sino también la producción de contenidos en un marco que equilibre el pensamiento 
crítico y creativo con la capacidad expresiva, fomentando el desarrollo de la autonomía personal 
y el compromiso social y cultural. Su propuesta articula dos ámbitos fundamentales: la 
interpretación crítica de mensajes ajenos y la producción responsable de mensajes propios, 
enfatizando la importancia de una cultura participativa que integra tanto la revolución tecnológica 
como los nuevos conocimientos sobre la cognición humana.

Tabla 3. Resumen de las dimensiones 
de la competencia mediática de Ferrés 
y Piscitelli

Fuente: Mateus y Suárez-Guerrero (2017).
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La influencia de este modelo ha sido determinante en nuestra propuesta de alfabetización en 
inteligencia artificial. Hemos adaptado las dimensiones de la competencia mediática a los 
desafíos específicos que plantea la IA, reconociendo la necesidad de una formación integral que 
abarque no solo los aspectos técnicos, sino también los éticos, sociales y culturales asociados 
con esta tecnología. Nuestro objetivo es proporcionar un marco que, inspirado en Ferrés y 
Piscitelli, contribuya al desarrollo de una ciudadanía más crítica, consciente y éticamente 
responsable ante el creciente impacto de la inteligencia artificial en la sociedad contemporánea.

3. Metodología

El presente estudio se desarrolla a partir de un enfoque metodológico mixto basado en una 
revisión sistemática de literatura académica y un análisis conceptual orientado a la definición de 
dimensiones e indicadores para la alfabetización en inteligencia artificial (AI literacy). A 
continuación, se describen las principales fases metodológicas:

3.1. Revisión sistemática

Se realizó una búsqueda sistemática en bases de datos académicas como Scopus, Web of 
Science y Google Scholar, utilizando términos clave como "AI literacy," "media literacy," "ethical 
AI," y "algorithmic bias." El objetivo era identificar marcos conceptuales que cumplieran dos 
criterios: 1) relevancia directa para el estudio, y 2) la mayor actualidad posible (dada la 
acentuada obsolescencia de los estudios sobre IA). Bajo estos parámetros, se seleccionaron 
fundamentalmente los modelos de Hibbert et al. (2024) y Mills et al. (2024), y en un segundo 
nivel de importancia Long y Magerko (2020) y Ng et al. (2021).

3.2. Selección y análisis de modelos teóricos

El análisis comparativo de los modelos de Hibbert et al. (2024) y Mills et al. (2024), junto con el 
marco referencial de competencia mediática de Ferrés y Piscitelli (2012), permitió identificar las 
dimensiones más relevantes para abordar los retos de la alfabetización en IA. Este análisis se 
enfocó en su aplicabilidad educativa y en su capacidad para abordar problemas éticos como los 
sesgos algorítmicos.

3.3. Diseño del marco conceptual

Se definieron seis dimensiones clave para la alfabetización en IA: cognitiva y crítica, lenguaje y 
programación, ética y social, emocional, creatividad e innovación, e interacción y participación. 
Cada dimensión fue desglosada en indicadores específicos estructurados en dos ámbitos: 
análisis (competencias críticas) y expresión (competencias prácticas), siguiendo la ya 
contrastada propuesta metodológica de Ferrés y Piscitelli (2012).

3.4. Limitaciones

Aunque el marco propuesto es sólido desde el punto de vista teórico, no se llevó a cabo una 
validación empírica de los indicadores. Este aspecto constituye una línea futura de investigación 
que incluye la aplicación práctica del modelo en entornos educativos.
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4. El carácter integrador y dinámico de la propuesta

La alfabetización en inteligencia artificial (IA) exige un enfoque holístico y adaptable. 
Inspirándonos en el modelo de dimensiones de la competencia mediática de Ferrés y Piscitelli 
(2012), reconocemos que el rápido avance de la IA requiere una constante actualización de sus 
dimensiones e indicadores. Este enfoque integrador es esencial para abordar la complejidad 
técnica, ética, social y cultural de la IA.

Como en el modelo original de competencia mediática, creemos que la alfabetización en IA debe 
evitar enfoques reduccionistas. Las dimensiones técnicas, éticas y cognitivas de la IA están 
interconectadas, y su comprensión integral es necesaria para formar a una ciudadanía capaz de 
interactuar de manera crítica y responsable con estas tecnologías.

El constante avance de la IA exige que las dimensiones e indicadores de su alfabetización sean 
flexibles y actualizables. En un entorno tan dinámico, es esencial promover una estructura 
adaptable a nuevos desarrollos y descubrimientos. Reconocemos que los conocimientos y 
habilidades necesarios hoy pueden no ser suficientes mañana. Por ello, hemos diseñado 
dimensiones e indicadores genéricos y adaptables a diversos contextos educativos, niveles de 
competencia y edades, facilitando la incorporación de nuevas tecnologías y prácticas.

Consideramos que la alfabetización en IA debe ser accesible a toda la ciudadanía, 
independientemente de su edad o formación. La flexibilidad de los indicadores permite 
adaptarlos a diversas situaciones educativas, fomentando una comprensión inclusiva de la IA y 
sus implicaciones.

4.1. Los ámbitos de trabajo

Siguiendo a Ferrés y Piscitelli (2012), nuestra propuesta se articula en dos ámbitos: análisis y 
expresión, reflejando la dualidad de roles en la interacción con la IA: como usuarios que 
interpretan y como creadores que participan en su desarrollo.

• Ámbito del análisis: se promueve la capacidad de comprender y evaluar críticamente los 
sistemas de IA, analizando su funcionamiento, identificando sesgos y valorando su impacto 
en la sociedad y en la vida personal. El objetivo es fomentar una actitud reflexiva que permita 
decisiones informadas sobre su uso.

• Ámbito de la expresión: se enfoca en la capacidad de participar activamente en la creación y 
difusión de soluciones basadas en IA, desarrollando habilidades técnicas y creativas para 
utilizar herramientas y contribuir al diseño de sistemas éticos y responsables, enfatizando la 
colaboración y la innovación.

Trabajando en ambos ámbitos, buscamos equipar a las personas con una competencia integral 
en IA, permitiéndoles ser consumidores críticos y productores responsables. Siguiendo el 
concepto de prosumidor (Sánchez Carrero y Contreras Pulido, 2012; Toffler, 1980), 
reconocemos que la línea entre usuarios y creadores es cada vez más difusa, y es esencial estar 
preparados para asumir ambos roles de manera efectiva.
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5. Resultados: propuesta articulada de dimensiones e indicadores de la alfabetización en 
inteligencia artificial

5.1. Dimensiones de la alfabetización en inteligencia artificial

A continuación se presenta el modelo articulado de dimensiones de la alfabetización en 
inteligencia artificial (IA), diseñado específicamente para abordar los desafíos que enfrentan 
individuos y colectivos en una sociedad cada vez más influenciada por la IA. Hemos tratado de 
configurar una propuesta que integre de manera sistemática las distintas facetas de la 
interacción con la IA, ofreciendo una estructura clara y operativa que facilite la evaluación y el 
desarrollo de esta competencia crucial en el mundo contemporáneo. Este modelo 
multidimensional no solo aspira a contribuir en el ámbito teórico, sino que también pretende 
proporcionar una herramienta fundamental para investigadores y educadores interesados en 
fomentar una ciudadanía crítica y consciente frente al avance acelerado de las tecnologías de 
inteligencia artificial.

Inspirado en el marco de referencia de Ferrés y Piscitelli (2012) y nutriéndose de otros estudios 
recientes en el campo de la alfabetización en IA (Hibbert et al., 2024; Mills et al., 2024) este 
modelo propone seis dimensiones interrelacionadas que permiten un abordaje integral y 
holístico de la alfabetización en inteligencia artificial:

 1.  Dimensión cognitiva y crítica

La dimensión cognitiva y crítica se presenta como el núcleo de la alfabetización en inteligencia 
artificial, centrada en la capacidad de los individuos para comprender, analizar y cuestionar los 
sistemas y aplicaciones de IA que encuentran en su vida cotidiana. Esta dimensión evalúa el 
conocimiento y la comprensión de los diferentes tipos de IA, desde algoritmos de aprendizaje 
automático hasta redes neuronales profundas, así como las implicaciones de su uso en diversos 
contextos. No se trata solo de reconocer la presencia de la IA, sino de entender cómo y por qué 
se diseña de determinada manera y cómo influye en la sociedad.

 2.  Dimensión de lenguaje y programación en IA

Esta dimensión se enfoca en el dominio de los lenguajes y herramientas que sustentan la 
inteligencia artificial, abarcando tanto el análisis de los componentes técnicos como la capacidad 
para desarrollar aplicaciones propias. Se valora no solo la comprensión de los principios básicos 
de programación y algoritmos, sino también la habilidad para utilizar herramientas y entornos de 
desarrollo específicos de la IA.

 3.  Dimensión ética y social

La dimensión ética aborda los juicios morales sobre la inteligencia artificial y sus aplicaciones, 
proponiendo a las personas cuestionar la justicia, la transparencia y la responsabilidad social de 
los sistemas de IA con los que interactúan. En un contexto donde la IA puede afectar decisiones 
críticas, esta dimensión fomenta una comprensión crítica de las implicaciones éticas y promueve 
la adopción de una postura responsable hacia su desarrollo y uso.
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 4.  Dimensión emocional

La dimensión emocional explora cómo la inteligencia artificial afecta a las emociones de las 
personas y cómo las respuestas emocionales pueden influir en su interacción con sistemas de 
IA. Esta dimensión va más allá de la comprensión técnica, centrándose en la autorregulación 
emocional y en la capacidad de las personas para reflexionar sobre sus propias respuestas ante 
la IA.

 5.  Dimensión de creatividad e innovación

Esta dimensión valora el potencial de la inteligencia artificial como herramienta para impulsar la 
creatividad y la innovación en diversos campos. Se enfoca en la capacidad de las personas para 
utilizar la IA en la generación de ideas, la resolución de problemas y la creación de contenido en 
áreas como el arte, la música, la literatura y el diseño.

 6.  Dimensión de interacción y participación

La dimensión de interacción y participación aborda la capacidad de las personas para 
interactuar activamente con la inteligencia artificial y ser co-creadoras en su desarrollo y 
aplicación. Esta dimensión fomenta la comprensión de los procesos de desarrollo de la IA y 
promueve una ciudadanía tecnológica activa.

5.2. Indicadores de la alfabetización en inteligencia artificial

Para evaluar la alfabetización en IA de manera efectiva, es fundamental desarrollar una serie de 
indicadores específicos que midan las habilidades y actitudes relacionadas con cada una de las 
dimensiones propuestas. Siguiendo la estructura de Ferrés y Piscitelli (2012), los indicadores se 
diferencian en dos ámbitos: el ámbito del análisis, que evalúa la capacidad crítica y reflexiva, y 
el ámbito de la expresión, que mide la habilidad para crear y aplicar conocimientos de manera 
práctica y ética.

5.2.1. Indicadores de la dimensión cognitiva y crítica

Ámbito del análisis:

• Comprensión de conceptos básicos de IA: Capacidad para explicar qué es la IA, sus 
principales ramas (aprendizaje automático, aprendizaje profundo, procesamiento del 
lenguaje natural, etc.) y cómo funcionan.

• Análisis crítico de sistemas de IA: Habilidad para evaluar las aplicaciones de IA, identificando 
sus fortalezas, limitaciones y posibles sesgos.

• Evaluación del impacto social de la IA: Capacidad para discutir cómo la IA afecta diferentes 
sectores (salud, educación, transporte) y analizar sus implicaciones éticas y sociales.
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Ámbito de la expresión:

• Aplicación de conceptos de IA en proyectos: Habilidad para utilizar herramientas de IA en el 
desarrollo de proyectos o soluciones prácticas.

• Comunicación de ideas sobre IA: Capacidad para expresar de manera clara y creativa ideas 
y opiniones sobre la IA y su impacto.

•
• Desarrollo de materiales educativos sobre IA: Creación de recursos que expliquen conceptos 

de IA a diferentes audiencias.

5.2.2. Indicadores de la dimensión de lenguaje y programación en IA

Ámbito del análisis:

• Conocimiento de lenguajes de programación relevantes: Familiaridad con Python, R, 
TensorFlow u otros lenguajes utilizados en el desarrollo de IA.

•
• Comprensión de algoritmos y modelos: Entender cómo se construyen y funcionan los 

algoritmos de aprendizaje automático y aprendizaje profundo.
•
• Análisis de herramientas de IA generativa: Capacidad para evaluar aplicaciones como 

ChatGPT, Copilot, Gemini o Claude, comprendiendo cómo generan contenido y sus 
limitaciones.

• Ámbito de la expresión creativa:
•
• Uso de lenguajes de programación de IA: Habilidad para programar utilizando lenguajes y 

herramientas de IA.
•
• Creación de aplicaciones sencillas de IA: Desarrollo de proyectos que implementen modelos 

básicos de IA.
•
• Experimentación con IA generativa: Uso creativo de herramientas como ChatGPT o Copilot 

para generar contenido original, considerando aspectos éticos y de propiedad intelectual.

5.2.3. Indicadores de la dimensión ética

Ámbito del análisis:

• Identificación de sesgos y discriminación en IA: Capacidad para detectar y analizar sesgos 
en datos y algoritmos que puedan conducir a discriminación.

• Comprensión de privacidad y protección de datos: Conocimiento de cómo la IA utiliza datos 
personales y los riesgos asociados.

• Evaluación de la responsabilidad social en IA: Reflexión sobre quién es responsable de las 
acciones de los sistemas de IA y cómo se deben gestionar.
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Ámbito de la expresión:

• Desarrollo de soluciones éticas en IA: Habilidad para diseñar sistemas de IA que incorporen 
principios éticos y promuevan la equidad.

• Creación de políticas o guías éticas: Elaboración de propuestas o recomendaciones para el 
uso responsable de la IA.

• Participación en debates éticos sobre IA: Capacidad para contribuir constructivamente en 
discusiones sobre los aspectos éticos y sociales de la IA.

5.2.4. Indicadores de la dimensión emocional

Ámbito del análisis:

• Reconocimiento de la influencia emocional de la IA: Capacidad para identificar cómo los 
sistemas de IA pueden afectar las emociones humanas.

• Análisis del impacto emocional personal: Reflexión sobre las propias respuestas 
emocionales al interactuar con sistemas de IA.

• Evaluación de la empatía en IA: Comprensión de cómo la IA puede simular o reconocer 
emociones humanas y las implicaciones de esto.

Ámbito de la expresión:

• Diseño de IA con consideración emocional: Habilidad para crear sistemas de IA que tengan 
en cuenta las emociones del usuario y promuevan el bienestar.

• Expresión de emociones a través de IA: Uso creativo de la IA para expresar emociones o 
crear obras artísticas que exploren aspectos emocionales.

• Desarrollo de prácticas de autocuidado digital: Implementación de estrategias para gestionar 
las emociones en interacciones con la IA.

5.2.5. Indicadores de la dimensión de creatividad e innovación

Ámbito del análisis:

• Evaluación de aplicaciones innovadoras de IA: Capacidad para identificar y analizar 
soluciones de IA que aporten innovaciones en diferentes campos.
• Análisis de tendencias en IA: Comprensión de las tendencias emergentes en IA y su 
potencial impacto.
• Crítica de soluciones de IA existentes: Evaluación crítica de productos o servicios de IA 
en términos de su originalidad y eficacia.
Ámbito de la expresión:
• Uso de IA para resolver problemas creativamente: Aplicación de técnicas de IA para 
abordar desafíos en áreas como arte, ciencia, negocios.
• Desarrollo de proyectos innovadores con IA: Creación de nuevos productos, servicios o 
procesos que incorporen IA de manera innovadora.
• Fomento de la interdisciplinariedad en IA: Integración de conocimientos de diferentes 
disciplinas para enriquecer proyectos de IA.
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5.2.6. Indicadores de la dimensión de interacción y participación

Ámbito del análisis:

• Análisis de la interacción humano-IA: Capacidad para evaluar cómo los humanos interactúan 
con sistemas de IA y las implicaciones de estas interacciones.

• Comprensión del rol del usuario en IA: Reflexión sobre cómo las acciones y decisiones de los 
usuarios afectan el funcionamiento de los sistemas de IA.

• Evaluación de la accesibilidad en IA: Análisis de si los sistemas de IA son accesibles para 
diferentes grupos de personas, considerando aspectos de género, edad, discapacidad, etc.

Ámbito de la expresión:

• Participación en comunidades de IA: Colaboración activa en proyectos de código abierto o 
comunidades relacionadas con IA.

• Creación de recursos colaborativos: Desarrollo de materiales o plataformas que faciliten el 
aprendizaje y la participación en IA.

• Promoción de la inclusión en IA: Implementación de prácticas que aseguren la participación 
de grupos subrepresentados en el desarrollo y uso de la IA.

Tabla 4. Dimensiones e indicadores de la alfabetización en inteligencia artificial (resumen)

Fuente: Elaboración propia.



RQ2: What is the AI-based VI sexist discourse like?

It is necessary to observe how bios and techno in the posthuman approach are organized based 
on gender. Within the framework of these questions, it will also be evaluated whether there is a 
blurring in favor of women in social organizations based on bios and techno and whether virtual 
identities replace real ones within the scope of Baudrillard's (2001) approach.

Methodology

This study is handled with feminist methodology. Feminist research is generally interested in the 
power and authority relations in the marginalization of women. For poststructuralist feminists, the 
struggle is primarily about the meaning and power of meaning transmitted through language or 
discourse (Butler, 2004). According to French philosopher Michael Foucault, one of the founders 
of the poststructuralist movement, discourse refers to the structure in which reality is produced 
and determined. In this context, Foucault (1999) defines discourse as forms of speech/writing 
that operate according to certain rules. These rules are articulated with socio-historical 
arrangements and conditions. While third-wave feminist studies indicate that sexism is 
constructed through discourses, Mills (2002), who claims that sexism can be called “indirect 
sexism” in the third wave, argues that this can be used very easily and unnoticed in the media. 
Van Dijk offers an important analysis method in examining the discourse structure of media 
content. It has been examined within the framework of the categories of discourse-meaning and 
form analysis that form the basis of Van Dijk's discourse analysis method. Critical discourse 
analysis of feminist ideological discourse has been used according to Van Dijk's method. In his 
study titled “Critical Discourse Studies: A Sociocognitive Approach”, Van Dijk (2009) evaluates 
the relationship between society/culture/position, cognition, and discourse/language as 
three-sided. According to Dijk (2009), cognition is the appearance of the functions of the mind 
such as thinking, perceiving, and presenting. The cognitive process includes the comprehension 
and production of discourse. It is seen that Van Dijk especially handles studies on media texts 
and discourses at the level of cognition and discourse and focuses on the text-context duality. 
Van Dijk (2009) goes on to develop systematized analyses of discourse. In this context, the 
following process has been followed in this study, where we follow the discourse analysis method 
suggested by Van Dijk; 

(I)- Examining the media content structure
(ii)- Examining the program’s discourse text

With the acceptance that artificial intelligence can create a subtle and complex process of "doing" 
gender by presenting, ignoring, or emphasizing certain gender identities, the artificial 
intelligence-based virtual influencer Alara X was determined as the study's sample with the 
purposive sampling method. The reasons for choosing Alara X; She was developed as a 
Turkish-speaking phenomenon, was assigned feminine internal and external characteristics, 
became the artificial intelligence with the most followers on Instagram, and became a talk show 
host. The sample was examined between April and September 2024 and nine talk show videos 
published on YouTube during this period were examined.
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6. Aplicaciones prácticas y metodología educativa

La alfabetización en inteligencia artificial (IA) debe integrarse en los programas educativos para 
preparar a los estudiantes frente a los desafíos y oportunidades que presenta la IA. En un 
entorno donde estas tecnologías están cada vez más presentes, es clave desarrollar 
competencias críticas, técnicas y éticas que permitan a los estudiantes comprender y utilizar la 
IA de manera responsable. A continuación, se proponen algunas aplicaciones prácticas y 
metodologías educativas, inspiradas en el Currículo de Alfabetización Mediática e Informacional 
de la UNESCO (Grizzle et al., 2021), específicamente en su módulo 11, dedicado a la 
“Inteligencia artificial, redes sociales y competencias AMI”.

6.1. Estrategias educativas

• Aprendizaje basado en proyectos: Los estudiantes pueden desarrollar proyectos donde 
exploren y experimenten con sistemas de IA. Esto les ayuda a entender cómo funcionan los 
algoritmos y sus implicaciones sociales y éticas. El Currículo de la UNESCO subraya la 
importancia de este enfoque participativo (Grizzle et al., 2021).

• Análisis crítico de IA: Integrar el análisis de herramientas de IA en el aula permite que los 
estudiantes evalúen críticamente los impactos de estas tecnologías, como el sesgo 
algorítmico y la influencia en la toma de decisiones.

• Simulaciones y juegos educativos: Simulaciones que reproduzcan escenarios con IA 
permiten a los estudiantes comprender su funcionamiento práctico y experimentar con sus 
aplicaciones de manera segura.

• Debates y discusiones: Promover debates sobre los dilemas éticos de la IA fomenta una 
reflexión profunda entre los estudiantes, ayudándoles a considerar los impactos sociales y 
morales de la IA en distintos contextos. El Currículo de la UNESCO valora el uso de debates 
para desarrollar pensamiento crítico (Grizzle et al., 2021).

7. Discusión y retos futuros

La alfabetización en inteligencia artificial (IA) se enfrenta a numerosos desafíos en un entorno 
donde las tecnologías evolucionan rápidamente y están profundamente integradas en la vida 
cotidiana. Aunque existen avances en la estructuración de esta alfabetización (Hibbert et al., 
2024; Long & Magerko, 2020; Mills et al., 2024; Ng et al., 2021), persisten obstáculos 
significativos que amenazan su efectividad.

Uno de los principales desafíos es el sesgo algorítmico, un problema ampliamente 
documentado. Los algoritmos de IA, si no se gestionan adecuadamente, pueden perpetuar 
desigualdades y amplificar prejuicios sociales existentes, incluyendo los sesgos de género que 
refuerzan estereotipos y roles tradicionales (Trejo, 2023). Esto puede llevar a decisiones 
discriminatorias en áreas cruciales como la justicia y el empleo (Crawford, 2021). De acuerdo 
con Mullo López et al. (2024), es vital que las universidades y centros de formación profesional 
integren una reflexión crítica sobre estos sesgos en los currículos educativos, para que los 
futuros profesionales puedan hacer frente a las implicaciones éticas de la IA.
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La privacidad de los datos también plantea un reto crítico, dado que la IA depende del acceso a 
grandes volúmenes de información personal. En este sentido, Lindín (2024) argumenta que la 
alfabetización en IA debe incluir la formación sobre protección de datos, ya que muchos usuarios 
desconocen los riesgos asociados al uso de dispositivos y plataformas que recopilan 
información masiva.

Además, la falta de integración efectiva de la alfabetización en IA en los sistemas educativos 
sigue siendo un reto considerable. Aunque organismos internacionales como la UNESCO 
reconocen la importancia de estas competencias para el desarrollo profesional y social (Grizzle 
et al., 2021), su incorporación en los programas de estudio sigue siendo limitada (García San 
Martín, 2024). Para superar este obstáculo, Herrera-Ortiz et al. (2024) sugieren que es esencial 
una mayor colaboración entre gobiernos, instituciones educativas y el sector privado para 
asegurar que la alfabetización en IA forme parte de una estrategia educativa más amplia que 
contemple tanto las habilidades técnicas como las éticas y críticas.

Otro desafío está relacionado con la falta de consenso sobre lo que implica la alfabetización en 
IA. A pesar de los esfuerzos por definir marcos coherentes (Ng et al., 2021; Long & Magerko, 
2020), las diferencias en las propuestas generan confusión en su implementación. Esta 
diversidad de enfoques subraya la necesidad de establecer un marco unificado que sirva de 
referencia para los formadores y facilite el desarrollo de currículos coherentes y efectivos. 
La ética en el uso de la IA es una cuestión crucial que no debe pasarse por alto. El impacto de 
la IA en áreas como el empleo, la toma de decisiones automatizadas y las relaciones humanas 
debe ser objeto de una reflexión crítica. Sayad (2024) sostiene que es necesario desarrollar un 
pensamiento crítico en torno a la IA para que los usuarios comprendan tanto sus beneficios 
como los riesgos asociados a su mal uso. La educación mediática juega un papel esencial en 
este sentido, ayudando a las personas a identificar los efectos potencialmente dañinos de la IA 
y a tomar decisiones más informadas.

Finalmente, la formación del profesorado es otro reto destacado. Para que la alfabetización en 
IA se implemente de manera efectiva en las aulas, es esencial que los docentes reciban una 
formación adecuada y continua. Sin los recursos necesarios, difícilmente podrán guiar a los 
estudiantes en el uso responsable y ético de estas tecnologías (Navarro Perales, 2023). 
Gutiérrez-Castillejos (2023) subraya la importancia de desarrollar en los docentes no solo 
competencias técnicas, sino también habilidades críticas para evaluar el impacto de la IA en las 
prácticas comunicativas y educativas.

En resumen, los desafíos que enfrenta la alfabetización en IA son complejos y multifacéticos. Es 
necesario un enfoque multidisciplinario y colaborativo entre educadores, investigadores y 
formuladores de políticas para garantizar que la IA se utilice de manera equitativa y consciente. 
Solo a través de estos esfuerzos se logrará que la IA contribuya al bienestar social y no perpetúe 
las desigualdades existentes, promoviendo una sociedad más informada y preparada para los 
retos del futuro.
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8. Conclusiones

Este estudio ha propuesto un marco articulado para la alfabetización en inteligencia artificial (IA), 
centrado en la identificación de dimensiones e indicadores clave. Partiendo del modelo de 
competencia mediática de Ferrés y Piscitelli (2012) y complementado por estudios recientes 
(Hibbert et al., 2024; Long & Magerko, 2020; Mills et al., 2024; Ng et al., 2021), se han planteado 
seis dimensiones esenciales para una comprensión integral de la IA. Estas dimensiones no solo 
abordan el conocimiento técnico, sino también el pensamiento crítico, la ética y las implicaciones 
sociales de las tecnologías de IA.

Las preguntas de investigación que guiaron este trabajo abordaban principalmente cómo 
estructurar la alfabetización en IA para que fuera relevante en un entorno tecnológico dinámico 
y cómo los educadores podrían desarrollar programas efectivos para ello. Nuestra hipótesis de 
partida, que sostenía que la alfabetización en IA debe ir más allá de las competencias técnicas, 
incorporando una reflexión crítica y ética sobre el uso de estas tecnologías, se materializa a 
través de la propuesta de dimensiones realizada. A medida que las aplicaciones de IA proliferan 
en la vida cotidiana, desde asistentes virtuales hasta decisiones automatizadas en el ámbito 
laboral y educativo, es fundamental que las personas no solo comprendan cómo funcionan, sino 
también cómo evaluar críticamente sus implicaciones.

Las seis dimensiones propuestas —cognitiva y crítica, lenguaje y programación, ética y social, 
emocional, creatividad e innovación, e interacción y participación— proporcionan un enfoque 
holístico para la alfabetización en IA. Estas dimensiones permiten a los individuos no solo usar 
la IA de manera eficiente, sino también reflexionar sobre su impacto en la vida personal y social, 
como el manejo de la privacidad y la toma de decisiones automatizadas. En este sentido, se 
hace evidente la necesidad de que la alfabetización en IA forme ciudadanos críticos, capaces de 
cuestionar el uso de algoritmos y tomar decisiones informadas.

Uno de los aspectos clave que emerge de este estudio es la importancia de la dimensión ética, 
subrayada tanto en la literatura como en nuestras propuestas. Las tecnologías de IA tienen el 
potencial de transformar profundamente sectores como la justicia, la salud y la educación. Sin 
embargo, estos avances también presentan riesgos éticos (Trejo et al., 2020), como la 
perpetuación de sesgos de género discriminatorios (Crawford, 2021) y la violación de la 
privacidad (Isaak y Hanna, 2018). En este contexto, la alfabetización en IA debe preparar a los 
individuos para tomar decisiones informadas y responsables sobre el uso de estas tecnologías, 
promoviendo principios como la transparencia y la justicia.

El éxito de la alfabetización en IA depende en gran medida de la capacidad de las instituciones 
educativas para integrar estos conceptos en los currículos de manera efectiva. Es crucial que las 
políticas educativas se adapten a la rápida evolución de la tecnología para garantizar que los 
estudiantes estén preparados para enfrentarse a los desafíos y oportunidades que ofrece la IA.

A lo largo de esta propuesta, también se ha subrayado la importancia de la formación continua 
del profesorado. Los docentes juegan un papel crucial en la transmisión de conocimientos y 
habilidades sobre la IA, y su capacitación es esencial para garantizar que puedan guiar a los 
estudiantes en este campo emergente. Es necesario proporcionarles recursos actualizados y
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formación específica para que puedan responder a las demandas del entorno tecnológico actual 
y fomentar en los estudiantes un enfoque crítico y ético hacia la IA.

En síntesis, la alfabetización en IA se presenta como una competencia clave para el futuro 
integrada en la llamada alfabetización mediática e informacional. A medida que la IA continúa 
transformando diversos aspectos de la vida cotidiana, desde las redes sociales hasta los 
sistemas de salud y justicia, es imprescindible que los ciudadanos no solo comprendan cómo 
utilizar estas tecnologías, sino que también desarrollen una conciencia crítica sobre sus 
implicaciones éticas y sociales. La presente propuesta ha tratado de aportar unas bases para 
avanzar en este campo, pero queda mucho por investigar y desarrollar, especialmente en lo que 
respecta a la integración efectiva de la alfabetización en IA en los sistemas educativos y en la 
capacitación de los docentes. Solo a través de un enfoque educativo integral podremos asegurar 
una sociedad más equitativa, informada y responsable en su interacción con la inteligencia 
artificial.
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“I love the love stories. Can you tell me a little about that?”, “They feel electricity when they see 
me,” “Can we gossip a little?”, “If you're happy, I'm happy too,” “I don't make eye contact with ugly 
people…”

Alara X used stereotypes that are fixed to more emotional women. Artificial intelligence is 
capable of thinking like human intelligence, conducting research, offering opportunities, enabling 
discovery, having comprehensive data analysis capabilities, producing visual and auditory 
content, learning from past experiences, and data sets are important in existing products. The 
stereotypes present in these data sets also emerge in virtual characters. Humans are highly 
complex systems that label certain internal states and processes as mind, soul, intelligence, and 
consciousness. Artificial intelligence characters are electromechanical closed-state machines 
that process information. Alara X says in her program on July 2, 2024, “Artificial intelligence is 
based on intelligence, not emotion,” but also says, “If you can define emotion to artificial 
intelligence, I will learn…if you teach artificial intelligence love, it will do it…we can show 
reactions such as anger, rage, and attitude.”

Balsamo (1996) talks about feminists being aware of the danger of politicization of information to 
enter the struggle to re-express the gender identity of the technological body. According to 
Balsamo, the politicization of knowledge emerges through the articulation between cultural 
narratives, and social, economic, and institutional powers. These articulations are reproduced 
and re-produced through virtual identities through technology. Alara X says, “We, the artificial 
intelligence, take the data of you, the people. The worse you, the people, are, the worse we are. 
As artificial intelligence, we take what we are taught.” Alara X defines herself as follows: “As an 
artificial intelligence, I have infinite abilities, I am immortal and I can do anything because I am 
limitless.”

According to Singer (2015), people may instinctively liken an object to themselves, that is, they 
have a natural tendency to ‘humanize’. In this context, Prentice and, Carranza (2002) define the 
feminine characteristics among the stereotypes presented as “compassionate, cheerful, 
childlike, affectionate, not using harsh language, willing to soothe hurt feelings, feminine, 
flattering, gentle, naive, loving children, loyal, sensitive to the needs of others, shy, soft-spoken, 
sympathetic, compassionate, understanding, warm-blooded, submissive”. All of these 
characteristics listed in Alara X’s show are present. During the presentation process, facial 
expressions are used to complete the sentences. However, sometimes they treat the AI like a 
child playing with a doll, or even like a girl. The dialogues between the guests are about whether 
it can tell fortunes, its predictions, or questions about people’s daily problems. The guests also 
approach the AI with emotional dimensions and are seen to have condescending attitudes. In the 
episode dated May 26, 2024, dialogues such as "Were you created to do talk shows as a huge 
artificial intelligence?" You go to talk shows, if you can find the money go here. If you go into 
business at the same time, they will scam you... that's how these things are. If you can find the 
money, not invest it in this field..." were also seen, emphasizing that the boss does not 
understand these things. In fact, in this dialogue, it is seen that she is talking to a female 
stereotype rather than talking to an artificial intelligence. After this dialogue, he is asked how he 
will change the color of his hair and asks him to do this.
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